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Abstract

In this thesis we present a geometric formulation of the classical partial differential equation. In
chapter 1 and 2 we define the first and second order contact bundle of a smooth manifold. The
contact bundles are the natural spaces on which we can define partial differential equations. We
also define contact transformations which are a generalization of coordinate transformations.

In chapter 3 we apply our theory to give a description of Monge-Ampère equations with con-
stant coefficients. In the last chapter we present some possibilities for future research in this
field.



Notation and conventions

In this text we work most of the time over the real numbers. Unless stated otherwise all functions
are real-valued and all vector spaces are real vector spaces. All functions and manifolds are
assumed to be smooth, i.e. of class C∞, unless stated otherwise.

A multi-index α = (α1, . . . , αn) is an element of Zn
≥0 for an integer n ≥ 1. From the context

the value of n will be clear. We write |α| for the length of the multi-index, it is defined as
|α| = α1 + α2 + . . . + αn. In the text multi-indices will be used to write partial derivatives in a
compact notation. For a function u(x) of the n variables x1, . . . , xn we write

∂αu =
∂|α|u

∂xα
=

∂α1

∂xα1
1

∂α2

∂xα2
2

· · · ∂
αn

∂xαn
n
u.

On set of the multi-indices we have a natural ordering induced from the natural ordering on Zn

(the lexicographic ordering). If N is the number of multi-indices with 0 ≤ |α| ≤ r, then we write

(∂αu(x))|α|≤r

for the vector (α1, . . . , αN ) ∈ RN , where α1, . . . , αn are the elements of the set {α ∈ Zn
≥0 | |α| ≤ r }

in the natural ordering. For example for n = 2, r = 1 we have

((∂αu)(x))|α|≤r = (u(x), ∂1u(x), ∂2u(x))

and for n = 1, r = 3 we have

((∂αu)(x))|α|≤r = (u(x), ∂u(x), ∂2u(x), ∂3u(x)).

Suppose E is three dimensional vector space with coordinates (X,Y,Ξ). Let C be the linear
subspace of E defined by the relation X = ξY . Then C is a two dimensional subspace of E. We
can define an isomorphism φ from R2 to C by taking as coordinates for R2 the coordinates (X,Ξ)
and taking for φ the map

φ : R
2 → C : (X,Ξ) → (X, ξX,Ξ).

In the text we will use this construction often and for a given vector space E and relation defining
a subspace C we will say that we identify C with the (X,Ξ)-space. This identification will always
mean that we identify C with Rm for a suitable m using a map similar to φ above.

When using summations we will often omit the summation boundaries if these boundaries are
already clear from the context. We will write for example,

∑

j xjyj instead of
∑n

j=1 xjyj , if no
confusion is possible about the range 1, . . . , n over which the index j is summed.

The end of a remark or example is marked with a ⊘, the end of a proof is marked with a �.
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Introduction

This master thesis is about a geometric framework in which we can describe partial differential
equations. In this introduction we give a motivation for introducing this different view on partial
differential equations and an outline of the different topics treated is this thesis.

This thesis was written such that it is readable for any mathematics student who has knowledge
of differentiable manifolds, some differential geometry and the very basics of partial differential
equations. In appendix A and B there is a summary of the theory on vector subbundles and
symplectic spaces that is essential to the theory in this thesis.

Motivation A second order ordinary differential equation in one variable can often be written
as

f(x, u, u′, u′′) = 0 (1)

for a smooth function f and suitable initial conditions for u(0) and u′(0). The differential equation
is a function f on the space of variables (x, u, ξ, h) = (x, u, u′, u′′) and the solutions of the equation
are functions u(x). We want to describe differential equations (in particular partial differential
equations) and the solutions in a more geometric way. In the following paragraphs we give some
motivation for this.

For a function u(x) we define the graph of u as the set { (x, y) ∈ R2 | y = u(x) }. If u is a
smooth function, then the graph of u is a smooth submanifold of R

2. Now consider the function
y = f(x) = 3

√
x. This function is continuous, but not differentiable at x = 0 and therefore not

smooth. The graph of f , however is a smooth submanifold of R2. This can be seen for example
by inverting the function f and writing x as a function of y. The result is x = f−1(y) = y3 and
this is a perfectly smooth function. The reflected graph of f is equal to the graph of f−1 and
is a smooth submanifold of R2. Notice that by switching the role of the variables x and y we
have ‘removed’ a singularity of the function f but at the same time still have the same object.
From this example we can learn that a codimension one smooth manifold is slightly more general
the graph of a smooth function, although both concepts are closely related. When working with
submanifolds, we can forget some of the problems that arise when working with functions.

The differential equation f = 0 is a relation between the function value u(x), the first order
derivative u′(x) and the second order derivative u′′(x) at x. When we think of the solutions u(x)
of this equation as smooth submanifolds of the (x, y)-space, then we can also see this equation as a
relation between geometrical properties of the submanifold graphu. For example the coordinates
(x, u(x), u′(x), u′′(x)) can be replaced by the combinations z(x) = (x, u(x)), T (x) = R(1, u′(x))
and C(x) = u′′(x)/(1 + u′(x)2)3/2. Then z(x) is a point on the graph of u, T (x) is the tangent
space of the graph at the point z(x) and C(x) is the curvature of the graph at z(x). A partial
differential equation in more independent variables or of higher order also expresses a relation
between the geometrical properties of the graph of a solution of the partial differential equation.

The solutions of a differential equation are unchanged if the function f defining the equation
is multiplied by a non vanishing function. Therefore a partial differential equation is already
determined by the zero set M = ker f of the function f . In other words, the equation (1)
is equivalent to (x, u(x), u′(x), u′′(x)) ∈ M . If the function f satisfies certain non-degeneracy
conditions, this zero set is a smooth hypersurface in the (x, u, ξ, h)-space. A function u is a
solution of the equation if its prolonged graph is contained in the zero set M . For this reason,
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finding functions u that satisfy the partial differential equation is related to finding submanifolds of
the zero set M that are of the type { (x, u(x), u′(x), u′′(x)) | x ∈ I }, where u is a smooth function
and I an open interval.

Notice that in the previous example the differential equation was an equation on the (x, y, ξ, h)-
space, with the identification y = u(x), ξ = u′(x) and h = u′′(x). In general a partial differential
equation of order r in n variables is a function on the ‘space of derivatives up to order r’. A more
formal definition of this space will be given in terms of the jet bundle of a manifold in section 1.1.
There we will also allow functions on a general manifold X and not only functions on subsets of
Rn. This generalization also comes from the idea that a specific choice of coordinates is unwanted,
and therefore general manifolds must be allowed.

The considerations above have been known for a very long time. One of the first mathemati-
cians, and certainly the most important, that started looking at differential equations in a more
geometric fashion was S. Lie (for a short bibliography see [24]). Many ideas in this thesis are
originally from his articles or books. The work of Lie was not very well understood in his time
and people still have difficulties understanding the arguments and reasoning in his works. Most
of the theory in this thesis is related to [11] (which is unpublished at the moment). Despite these
difficulties, the ideas of Lie and the work of other mathematicians such as Frobenius, Bäcklund,
Cartan, Kähler, Vessiot and others, have led to many interesting results. These results, which
we cannot present here, are of course another important motivation for studying the geometry of
partial differential equations.

Outline In chapter 1 and 2 we introduce the concept of a contact bundle. This is a generalization
of the jet bundles, which are the spaces on which we can define partial differential equations. The
contact bundles allow us to consider graphs of functions as the main object of study and not
the functions itself. This agrees with the idea in the previous paragraphs that the graph of a
function is sometimes more fundamental and easier to work with than the function itself. In these
sections we also describe how the concept of a partial differential equation can be translated to this
new setting and how we can generalize coordinate transformations to contact transformations. A
contact transformation is a coordinate transformation not only between the independent variables,
but also between the function value and the derivatives. In chapter 3 we apply this theory to a
special type of second order partial differential equations, the Monge-Ampère equations. For these
equations the action of contact transformations in one fiber, can be completely calculated and is
therefore a nice example of the power of contact transformations. In the last chapter we describe
some possibilities for further research.
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and H. Meijer for reading draft versions of this thesis and giving many hints and suggestions.

Secondly, I would like to thank all my friends (including my family, girlfriend Claudia and
everybody else), not for the mathematics, but for the fun in the rest of the world.
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Chapter 1

The first order contact bundle

1.1 The jet bundle

We now give a more general and more precise description of r-jets of functions and jet bundles.
The idea for this jet bundle was already mentioned in the introduction: we want to have a more
rigorous definition of the ‘space of derivatives’. Although it is quite natural when working with
partial differential equations to consider these spaces, a formal definition was only given in 1951
by C. Ehresmann in [12]. The results and definitions in this section are directly related to the
original formulation of Ehresmann. The presentation here is similar to that in [7], but is much
less detailed in order to keep the theory simple.

Let X be a smooth manifold and assume local coordinates x1, . . . , xn on X have been intro-
duced. We will define the sequence of all derivatives up to order r as an equivalence relation
between functions on X . If f = f(x) is a function on X and α is a multi-index, then we write

∂αf = ∂|α|f
∂x

α1
1 ···∂xαn

n
for the higher order derivatives of f .

Definition 1.1.1. Let f, g be real valued smooth functions on X . We say that f and g have the
same r-jet at the point x ∈ X if in local coordinates x1, . . . , xn for X we have that (∂αf)(x) =
(∂αg)(x) for all multi-indices α with |α| ≤ r. We write jr

xf for the equivalence class of r-jets of
a function f at the point x. The set of all r-jets at the point x is denoted by jr

x(X). The r-jet
bundle of X is defined as Jr(X) = ∪x∈Xj

r
x(X).

Remark 1.1.2 The definition above of an r-jet is independent from the specific choice of local
coordinates. The proof follows straightforward from the chain rule for differentiation, for the
details we refer to [7, Section 1.3]. ⊘

For any map T the relation f ∼ g ⇔ T (f) = T (g) is an equivalence relation. For Tx(f) =
((∂αf)(x))|α|≤r we find the equivalence relation of the jet bundle of order r. The map Tx induces

a map T̃x on the r-jets at the point x by T̃x(jr
xf) = Tx(f). In turn this map induces a map T̃ on

the jet bundle that leads to local coordinates on Jr(X).

Theorem 1.1.3. The r-jet bundle of a smooth manifold X is a smooth vector bundle over X. A
choice of local coordinates x1, . . . , xn for X induces local coordinates on Jr(X) by

T̃ (jr
xu) = (x, (∂αu(x))|α|≤r).

The projection Jr(X) → X is given in these local coordinates by (x, (∂αu(x))|α|≤r) 7→ x. The

dimension of Jr(X) equals dimX +
(

dim X+r
r

)

.

Proof. See [7] section 1.3.
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Because of the local coordinates for X in the previous theorem, the r-jet bundle of a manifold
X is a formalization of the space of derivatives up to order r of functions on X .

Example 1.1.4 For every smooth manifold X and smooth function f on X we have J0(X) =
X × R and j0f : X → J0X : x 7→ (x, f(x)). The image of the 1-jet of f is equal to the graph of
f . ⊘

Example 1.1.5 The 2-jet bundle of R
2 is an 8 dimensional manifold. The fibers j2p over the point

p ∈ R2 are 5 dimensional. The coordinates (x, y) for R2 induce global coordinates x, y, z, p, q, r, s, t
on the jet bundle J2(R2) with

x(j2(x,y)f) = x, y(j2(x,y)f) = y, z(j2(x,y)f) = f(x),

p(j2(x,y)f) =
∂f

∂x
(x, y), p(j2(x,y)f) =

∂f

∂y
(x, y),

r(j2(x,y)f) =
∂2f

∂x2
(x, y), s(j2(x,y)f) =

∂2f

∂x∂y
(x, y), t(j2(x,y)f) =

∂2f

∂y2
(x, y).

Note that ∂2f
∂x∂y (x, y) = ∂2f

∂y∂x(x, y), since the partial derivatives commute for smooth functions. ⊘

For a function u : X → R we have defined the r-jet of u at the point x as an equivalence
relation between functions on X . We define the r-jet jru of a function u : X → R to be the
function X → Jr(X) : x→ jr

xu. The r-jet of the function u is a section of the r-jet bundle of X .
In local coordinates the r-jet of the function u is obtained by adjoining to u(x) the derivatives up
to order r.

With these definitions we can identify the differential equation (1) with a function f on the
jet bundle J2(R) (the bundle J2(R) is isomorphic to R4). A function u is called a solution of the
differential equation if f ◦ j2u is identically zero. The initial conditions can also be formulated in
terms of the 2-jet of u in a straightforward way. Also partial differential equations can be identified
with functions on the jet bundle in this way.

Example 1.1.6 The jet bundle J1(R2) is 5-dimensional and has coordinates x, y, u, ux and uy.
A function f on J1(R2) defines a partial differential equation. A function u : R2 → R is a solution
of the partial differential equation if f ◦ j1u = 0, i.e.

f(x, y, u(x, y), ux(x, y), uy(x, y)) = 0, for all x, y ∈ R.

⊘

Remark 1.1.7 We can define more general jet bundles and jets of functions by considering
mappings M → N between smooth manifolds. Note that here we have only considered the
special case N = R. In this more general setting we can relate differential geometric constructions
to the jet-bundles. For example we can define the cotangent space T ∗

mM at a point m ∈ M
as J1(M,R) = J1(M) by identifying an element j1mf ∈ J1

mM with the differential dfm in the
cotangent space (TmM)∗. This identification is independent of the function f chosen to represent
the jet j1mf . ⊘

1.2 The first order contact bundle and contact structure

In the introduction and the previous section we have seen two concepts that are important when
describing functions and partial differential equations: the jet bundle, which is a formalization of
the space of variables and the graph of a function. A generalization of these two concepts can be
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formulated in terms of the contact bundle. In this section we will define the first order contact
bundle of a smooth manifold and a vector subbundle of the tangent space of this contact bundle
called the contact structure. We will see that this contact bundle is a natural generalization of
the jet bundle from the previous section. We will also show how we can reformulate a first order
partial differential equation in terms of the first order contact bundle.

For an (n + 1)-dimensional manifold Z let Gn(TzZ) be the space of all n-dimensional linear
subspaces of TzZ. There is a natural identification of Gn(TzZ) with the projectivization of the
cotangent space (TzZ)∗. An element of this projectivization P (TzZ)∗ is a nonzero element of
(TzZ)∗ modulo a nonzero scalar. We identify P (TzZ)∗ with Gn(TzZ) by the map ξ ∈ P (TzZ)∗ 7→
ker ξ ∈ Gn(TzZ). From now on we identify these two spaces with the above map.

Definition 1.2.1. Let Z be an (n+1)-dimensional manifold. The spacesGn(TzZ), or equivalently
P (TzZ)∗, form a smooth fiber bundle over Z which we denote by

P = Gn(TZ) = P (T ∗Z)

and is called the first order contact bundle of Z. The canonical projection P → Z is denoted by
πP

Z or just π if no confusion is possible.

For H ∈ Gn(TzZ) we can write the corresponding element in P as p = (z,H). The base point
z is tagged along as a reminder of the tangent space TzZ in which H lives. We will often write
H , when we mean the corresponding element (z,H) in P . In this way an n-dimensional linear
subspace of TzZ, a covector in (TzZ)∗ modulo a nonzero scalar and an element of the first order
contact bundle are all identified.

If S is a smooth codimension 1 submanifold of Z, we can embed S in P by sending each point
s ∈ S to its tangent space. More precisely, the map

T : S → P : s 7→ (s, TsS) = TsS

is a smooth embedding of S into P . The map T is a section of the restriction to S of the bundle
π : P → Z, in the sense that π ◦ T = id|S . This implies that the projection of U = T (S) is
again equal to S. The manifold U is called the prolongation of S. In this way every smooth
n-dimensional submanifold of Z corresponds in a natural way to a smooth submanifold of P . We
want to know which of the submanifolds of P correspond in this way to submanifolds in Z. We
will now define a structure (called the contact structure) in the tangent bundle of P that will
indicate whether a submanifold in P is induced locally by a submanifold or not.

Definition 1.2.2. If p = (z,H) ∈ P , where H is an element of Gn(TzZ), then we define

CH = Cp = (Tpπ)−1(H) ⊂ TP. (1.1)

The CH , H ∈ P form a smooth vector subbundle C of TP with dimCH = 2n. The subbundle C
is called the (first order) contact structure of P .

When we speak of the first order contact bundle P of a manifold Z we will often mean the
pair (P,C) of the contact bundle and the corresponding contact structure defined above.

Because we have defined the contact structure C in an abstract way it is not directly clear why
we need this structure. To make this clear we will first give a description of the contact structure
and the first order contact bundle in local coordinates. We can always find local (and sometimes
even global) coordinates z = (z1, . . . , zn+1) for Z. These coordinates induce coordinates in the
tangent space TZ and coordinates η1, . . . , ηn+1 in the cotangent space (TzZ)∗. By passing to the
projective coordinates [η] for P (TzZ)∗, we find coordinates (z, [η]) for the first order contact bundle
P . It is not always convenient to work with the projective coordinates [η] and therefore we will
often use the standard coordinates for projective space instead of the projective coordinates. In
the case of the first order contact bundle this leads to the following situation. Suppose p = (z,H0)
is an element of P . We can always find coordinates x1, . . . , xn, y for Z such that the vector field
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P ∋ p

��

� // Cp ⊂ TP

��

Z TZ

Figure 1.1: The first order contact structure

∂y = ∂
∂y is transversal to H0. The vector fields ∂x1 , . . . , ∂xn

, ∂y form a basis for the tangent space

of Z and we write (X1, . . . , Xn, Y ) for the tangent vector X1∂x1 + . . .+Xn∂xn
+ Y ∂y. Every H

in Gn(TzZ) that is transversal to Y , i.e. Y 6∈ H , can be written as

H = { (X1, . . . , Xn, Y ) ∈ TzZ | Y =

n
∑

j=1

ξjXj } (1.2)

for unique 1 ≤ ξj ≤ n. The linear subspaces H that are transversal to Y form an open neighbor-
hood of H0 in Gn(TzZ). So after a choice of coordinates for Z we can write all (z,H) ∈ P that
are transversal to Y using the 2n+1 coordinates (x1, . . . , xn, y, ξ1, . . . , ξn). In particular the space
of elements in Gn(TzZ) transversal to H is described by the local coordinates (ξ1, . . . , ξn). The
relation between the ξ-coordinates and the projective coordinates [η] introduced before is given
by ξj = − ηj

η(n+1)
, 1 ≤ j ≤ n.

0

(η1, η2)

y

x

u(x)

Figure 1.2: The first order coordinates of the graph of a function u(x) in the first order contact
bundle (n = 1).

The tangent space TpP has local coordinates X1, . . . , Xn, Y,Ξ1, . . . ,Ξn. We identify these local
coordinates with the tangent vector X1∂x1 + . . . + Xn∂xn

+ Y ∂y + Ξj∂ξj
. The definition of CH

by formula (1.1) can be translated to these local coordinates. Note that the tangent map of the
projection π is given in the local coordinates by

THπ : THP → TzZ : (X1, . . . , Xn, Y,Ξ1, . . . ,Ξn) 7→ (X1, . . . , Xn, Y )

This means that if H ∈ Gn(TzZ) corresponds to the coordinates (ξ1, . . . , ξn) then

CH = { (X,Y,Ξ) ∈ TpP | π(X,Y,Ξ) ∈ H }
= { (X1, . . . , Xn, Y,Ξ1, . . . ,Ξn) ∈ TpP | Y =

∑

j

ξjXj }.

The vector subbundle CH is a codimension one subbundle and can also be described as the kernel
of a 1-form ω. The contact structure is given in terms of the differential forms as Cp = kerωp.
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The form ω is only defined up to a nonzero scalar and in general ω is only defined locally. Any
such 1-form ω is called a first order contact form of the contact structure on P . For the local
coordinates introduced above, there is a standard contact form, given by the Pfaffian form ω =
dy − ∑

j ξjdx
j . In order to simplify notation we will treat the coordinates ξ as a column vector

and write ω = dy − ξTdx.

In the following theorem we use the concept of an integral manifold. For a definition of an
integral manifold and related concepts we refer to appendix A.

Theorem 1.2.3. Let Z be a (n+ 1)-dimensional manifold with first order contact bundle P and
contact structure C.

i) If S is an n-dimensional submanifold of Z then U = T (S) is an n-dimensional integral
manifold of C. The projection π|U is the inverse of T and both π|U and T are diffeomor-
phisms.

ii) Suppose U is an n-dimensional integral manifold of C. If the projection π : P → Z induces
an embedding of U in Z, then S = π(U) is a smooth submanifold of Z and U = T (S).

Proof. See [11, Lemma 2.1].

The theorem gives an answer to the question which submanifolds of Z correspond to subman-
ifolds of P using the map T . A smooth submanifold of P must be an integral manifold of the
contact structure in order to correspond to a submanifold of Z. Besides this integral condition we
also need that the projection of the manifold to Z is a diffeomorphism. In section 1.3 we will see
why the projection of a smooth integral manifold of C can fail to be a smooth submanifold of Z.

Every function u : X → R defines a smooth submanifold S of Z by taking S equal to the graph
of U and therefore a smooth integral submanifold U = T (S) of P . The following lemma gives us
a relation between the jet of this function in the 1-jet bundle of X and the image under T of the
graph of u in the first order contact bundle. It turns out that in local coordinates the manifold
U = T (S) is exactly given by the 1-jet of the function u.

Lemma 1.2.4. Let u be a smooth function X → R. Define Z = X × R and let P be the first
order contact bundle of Z. Define S as the graph of u and U = T (S) ⊂ P . Then in the local
coordinates introduced before (see formula (1.2)) the manifold U is given by

U = { (x, y, ξ) ∈ P | y = u(x), ξj =
∂u

∂xj
(x) }.

This means that in local coordinates U is equal to the image of the 1-jet of the function u.

Proof. This follows almost immediately from the definition of the local coordinates for the contact
bundle. Choose local coordinates x1, . . . , xn for X . Then (x1, . . . , xn, y) form local coordinates for
Z. In the local coordinates the graph of u is, by definition,

U = { (x, y) ∈ Z | y = u(x) }.

The tangent space at the point z = (x, y) of the graph U is determined by the first order derivatives
∂u
∂xj

(x). In fact, the tangent space of U at the point z is given by

TzU = { (X,Y ) ∈ TzZ | Y =
∑

j

∂u

∂xj
(x)Xj }.

This tangent space corresponds to the point (x, y, ξ) = (x, u(x), ∂u
∂x (x)) in the contact bundle. The

image T (U) of U in P is therefore precisely given by the 1-jet of u.
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Using the local coordinates for the first order contact bundle and the previous lemma we can
make the following observations. Take X = Rn. The 1-jet bundle of X is J1(X) = X × R × Rn.
The fibers are diffeomorphic to Rn and therefore not compact. The first order contact bundle
P of Z = X × R is diffeomorphic to Z × P1. The standard coordinates z = (x, y) for Z induce
projective coordinates (z, [η]) for P . The n-dimensional linear subspace of Tz transversal to the
vector ∂y form an open subset of P and on this subset we have the local coordinates (x, y, ξ).
These local coordinates are precisely the coordinates for the jet bundle J1(X). The 1-jet bundle
of X is therefore an open subset of P . It is clear that this subset is dense, even fiberwise. The
fibers of P are the compactifications of the fibers of the bundle J1(X) → J0(X) = X × R. These
remarks are valid for general manifolds X . The first order jet bundle J1(X) is open and dense in
the first order contact manifold P of Z = X × R. The fibers of P → Z are compactifications of
the fibers of J1(X) → J0(X).

Example 1.2.5 Take X = R. The function u(x) = x2 has graph S in Z = X × R given by the
set { (x, y) ∈ R2 | y = x2 }. The submanifold U = T (S) of the first order contact bundle is given
in the projective coordinates (induced by the coordinates for Z) by the set { (x, y, [η1, η2]) ∈ P |
y = x2, [η] = [−2x : 1] }, which we can identify with { (x, y, ξ) | y = x2, ξ = 2x }. Note that this U
is an integral manifold of the contact structure C, because the contact structure is given by the
form ω = dy − ξdx.

The manifold U given by the set (x, x, [0 : 1]) is a smooth submanifold of P , but not an integral
manifold of the contact structure. This follows from the fact that { (x, y) | x = y } is a smooth
manifold of Z, but the tangent space is given by [1 : 1] and not [0 : 1]. The contact form restricted
to U is ω|U = (dy − ξdx)|U = 1 − 0 · 1 = 1 6= 0. The contact form is nonzero, so U is not an
integral manifold of the contact structure. ⊘

1.3 Obstructions

Let U be an integral manifold of the contact structure C. If the projection π|U is an embedding
of U into Z, then S = πZ(U) is a smooth submanifold. Since π is smooth π|U can fail to be
an embedding in only three ways: π|U is not injective, Tπ|TU is not injective or (π|U )−1 is not
continuous. For each of the cases where the projection fails to be an embedding, we will give a
typical example. The examples illustrate that these cases often correspond to the situation where
the projection S is a submanifold with a certain type of singularity that is not present in the
manifold U . In all cases we take Z = R

2, so P ∼=Z × P
1.

a) The standard coordinates x, y for R2 induce the coordinates p = (x, y, [η]) for P . We define
the map φ : [0, 2π] → P by t → (sin t, sin 2t

2 , [cos t : cos 2t]) (here π is not the projection but
the real number 3.14 · · · ). It is clear that the image U of φ is a smooth submanifold of P .
It is also an integral manifold of the contact structure, as can easily be checked.

The projection of U to Z is equal to the figure eight in the plane (defined by the equations
x2 = y2 + x4). The figure eight is a smooth 1-dimensional submanifold except at the origin
where it has a node-type singularity. The projection πP

Z fails to be an embedding at the
origin, because πP

Z is not injective (πP
Z (φ(0)) = πP

Z (φ(π)), while φ(0) 6= φ(π) ).

b) We consider the map ψ : t → (t2, t3, [2 : 3t]). Again one can easily check that the image U
of ψ is a smooth integral submanifold of C. The projection of U is equal to the image of
the map t → (t2, t3). The image is the cusp, which is not smooth at the origin where it is
continuous but not differentiable.

c) The last case is the situation where both π and Tπ are injective when restricted to U , but
the projection is not an embedding because the inverse mapping π−1|S is not continuous.
We can take for example, s(t) = 3π

2 e
−t and t→ (sin(s(t)), sin(2s(t))/2) for 0 < t <∞.
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(a) The projection is an immer-
sion, but not injective.

(b) The projection is not an im-
mersion.

(c) The manifold is not compact,
the inverse mapping is not con-
tinuous.

Figure 1.3: Examples for the three cases where the projection of a smooth integral submanifold
of P is not a smooth submanifold of Z.

1.4 Partial differential equations on contact bundles

We saw in section 1.1 that a first order partial differential equation is defined by a function on the
first order jet bundle. Since the 1-jet bundle J1X is embedded in the first order contact bundle,
it is natural to try to extend the partial differential equation to this contact bundle. We have also
notices that a partial differential equation is unchanged if the defining function is multiplied by a
nonzero function. These observations lead to the following definition.

Definition 1.4.1. Let (P,C) be the first order contact bundle of a manifold Z. A first order
partial differential equation is a smooth hypersurface M that is transversal to the fibers of P . An
n-dimensional integral manifold U of P is called a solution of the partial differential equation if U
is contained in M .

What is the relation between this definition of a partial differential equation on the first order
contact bundle and the classical partial differential equation as an equation on the jet bundle?

Suppose we have a normal first order partial differential equation f = 0 defined by a smooth
function f on an open subset Ω ⊂ J1(Rn). Since J1(X) is embedded in the first order contact
bundle P of Z = Rn ×R, the open subset Ω is also an open subset of P . A very natural condition

on the partial differential equation f = 0 is to assume that ∂f(x,y,ξ)
∂ξ 6= 0. This condition implies

that we can locally solve the equation for one of the partial derivatives and it also guarantees
that the equation has locally unique solutions. If we assume ∂f

∂ξ is surjective, then M = ker f is a
smooth hypersurface in P that is transversal to the projection P → Z. From the partial differential
equation f = 0 we have constructed a partial differential equation on the contact bundle in the
sense of the definition above.

Every solution U of the generalized partial differential equation is by definition an integral
manifold of the contact structure C and is contained in M . If the projection of U to Z can be
written as the graph of a smooth function u in X , then it follows from lemma (1.2.4) and the
definition of M that u satisfies the partial differential equation. So every generalized solution gives
rise to a candidate solution for the classical partial differential equation by projection to Z and then
trying to write this projection as the graph of a function. This candidate solution does not always
give a smooth solution to the partial differential equation, because of the obstructions mentioned
in section 1.3 and the fact that the projection of U in Z can happen to be non-transversal to the
fibers of the projection Z → X . The other way around there are no problems with obstructions
or non-transversality. Every solution u to the partial differential equation defines an integral
manifold in P by taking U = T (S), where S is the graph of u. From the definitions and theorems
in section 1.2 it follows that the manifold U is contained in M , so U is a generalized solution to
the partial differential equation.

Under some minor conditions (transversality, no obstructions when projecting) there is one-to-
one correspondence between solutions of the partial differential equation f = 0 and the solutions
of the partial differential equation M on the first order contact bundle.

Example 1.4.2 We consider the simple case X = R and Z = X × R = R2. In this case a
partial differential equation is always an ordinary differential equation that describes a relation
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between the function and its derivatives. Consider the differential equation on the 1-jet bundle
J1(X) given by f(x, u, u′) = u′− c, where c is an arbitrary constant. We can extend this equation
to a differential equation on the first order contact bundle P ∼=Z × P1. The extension is given up
to a factor by a function on P that has the same zero set as f on J1(X) ⊂ P . We can take for
example,

f̃ : Z × P
1 → R : (x, u, [η1 : η2]) 7→

(η1 − cη2)
2

η2
1 + η2

2

.

On J1(X) we have η2 6= 0 and ξ = −ξ1/ξ2 corresponds to u′. Note that f̃ restricted to J1(X) is
not equal to f , but their zero sets are equal on J1(X) so they define to same differential equation
on J1(X). ⊘

10



Chapter 2

Higher order contact bundles and

contact transformations

In the previous section we defined the first order contact bundle as a fiberwise compactification of
the first order jet-space J1(X). We also introduced the first order contact structure and integral
manifolds of the first order contact bundle. Using these structures we were able to define a first
order partial differential equation as a smooth submanifold of the contact bundle. The next step
is to generalize this construction and allow partial differential equations of arbitrary order to be
formulated independent of a choice of coordinates.

In the following sections we will define the second order contact bundle and discuss some of
its properties. Just like the first order contact bundle describes the ‘first order derivative’ of a
submanifold, the second order contact bundle describes the second order derivatives. After that
we will indicate how we can generalize the concept of a contact bundle to arbitrary order. In the
second part of this chapter we will discuss contact transformations and define Legendre bundles.

2.1 The second order contact bundle

Let (P,C) be a first order contact bundle. We recall the definition of the Lie brackets modulo
the subbundle in the appendix (lemma A.2.3). The Lie brackets modulo the subbundle define an
anti-symmetric bilinear form on the contact structure C ⊂ TP . The contact structure C is given
by a contact form ω (which is a 1-form up to a nonzero factor). In suitable local coordinates this
contact form can be chosen as ω = dy − ξTdx.

Lemma 2.1.1. Let (P,C) be a first order contact bundle and p a point in P . The Lie brackets
modulo the subbundle define a non-degenerate symplectic form on the contact structure Cp.

Proof. It is clear that the Lie brackets modulo the subbundle are bilinear and anti-symmetric.
Therefore we only need to check that the mapping Cp × Cp → TpP/CP given by (Xp, Yp) 7→
[Xp, Yp]/Cp

is non-degenerate. We will reformulate the non-degeneracy of the Lie brackets modulo
the subbundle in terms of the contact form ω for the contact structure C. For a differential form
ω and vector fields X,Y we have the following identity (see [15, p. 135])

dω(X,Y ) = X(ω(Y )) − Y (ω(X)) − ω([X,Y ]).

Since ωp is zero when restricted to Cp, the equation reduces to

(dω)p(Xp, Yp) = −ωp([Xp, Yp]/Cp
).

for vectors Xp, Yp in Cp. The space TpP/Cp is one-dimensional and ωp is nonzero on TpP/Cp so
the element [Xp, Yp]/Cp

is uniquely determined by the left hand side of the last formula. The Lie
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brackets modulo the subbundle are therefore non-degenerate if and only if the differential (dω)p

is non-degenerate on the contact structure Cp.
In local coordinates we have dω =

∑

j dx
j ∧ dξj . This form is non-degenerate on the (x, ξ)-

space. The contact structure Cp is the tangent space of the (x, y, ξ) space under the extra condition
that ω = dy − ξdx = 0. This extra condition determines Y uniquely for any element (X,Y,Ξ) in
Cp once X and Ξ are known. This means that the form dωp is non-degenerate on Cp.

Remark 2.1.2 In the literature this lemma is often stated in terms of the Cauchy space of a
distribution.

Definition 2.1.3. Let (M,E) be a vector subbundle. A vector X ∈ Em is called Cauchy charac-
teristic if for all Y ∈ Em we have [X,Y ]/Em

= 0. The set of Cauchy vectors is called the Cauchy
characteristic space of E at m and is denoted by C(E)m.

The conclusion of the previous lemma in terms of the Cauchy space is that for a contact bundle
(P,C) the Cauchy space C(C) is equal to zero. ⊘

The important point of the previous paragraphs is that on the contact structure C we have
a natural symplectic form (defined up to a nonzero factor either by the Lie brackets modulo the
subbundle or the exterior derivative of the contact form). This symplectic structure is needed to
define the second order contact bundle. In a bit informal way we can say that the second order
contact bundle is defined by adding to each point of the first order contact bundle all possible
tangent spaces of n-dimensional integral manifolds.

Definition 2.1.4. Let (P,C) be the first order contact bundle for a smooth manifold Z. For
p ∈ P we define Qp to be the space of Lagrange planes in Cp with respect to the symplectic form
induced by the Lie brackets modulo the subbundle. The Qp are smooth manifolds which form a
smooth fiber bundle Q over P . The second order contact structure is the vector subbundle D of
TQ defined by taking for each L ∈ Q the fiber DL equal to DL = (TLπ

Q
P )−1(L).

The bundle Q together with the contact structure D is called the second order contact bundle.
The projection Q→ P is denoted by πQ

P .

An equivalent definition ofQp is to takeQp equal to the set of all n-dimensional linear subspaces
L of Cp such that X,Y ∈ L implies [X,Y ]/Cp

= 0. This means that Qp is equal to the set of
n-dimensional integral elements in the first order contact structure Cp, i.e. Qp = In(C)p.

We will now describe how we can choose local coordinates on Q using local coordinates on Z.
Suppose L is an element of Qp, so L is a Lagrange plane in Cp for some point p ∈ P . We can
choose coordinates x, y for Z such that in the local coordinates (X,Y,Ξ) for TP induced from the
coordinates (x, y, ξ) for P the Lagrange plane L is transversal to the Ξ-coordinates. The Lagrange
plane L can then be written as

L = { (X,Y,Ξ) ∈ Cp | Y =
∑

j

ξjXj ,Ξi =
∑

j

hijXj }, (2.1)

for an n × n-matrix h. The matrix h is uniquely determined by L and the choice of coordinates
z = (x, y). An n-dimensional linear subspace of Cp defined by Y = ξjXj,Ξi =

∑

j hijXj is a
Lagrange plane if for all points v = (X,Y,Ξ) and w = (X ′, Y ′,Ξ′) in L we have dωp(v, w) = 0.
This means that

dωp(((X,Y,Ξ), (X ′, Y ′,Ξ′)) = (
∑

i

dxi ∧ dξi)(((X,Y,Ξ), (X ′, Y ′,Ξ′))

=
∑

i

XiΞ
′
i −X ′

iΞi =
∑

i,j

XihijX
′
j −X ′

ihijXj

=
∑

i,j

XiX
′
j(hij − hji) = 0.
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Q ∋ L

��

� // DL ⊂ TLQ

��

P ∋ p

��

� // Cp ⊂ TpP

��

Z ∋ z
� // TzZ

Figure 2.1: The second order contact structure

Since X and X ′ can be chosen arbitrarily this is equivalent to hij = hji. We have proved that
the fact that L is a Lagrange plane is equivalent to h being a symmetric matrix. The coordinates
(x, p, h), with h a symmetric n × n-matrix, form local coordinates for Q. We will see later that
the matrix h has an interpretation as the second order derivative matrix (the Hessian), when we
locally write a submanifold of Q as the 2-jet of a function X → R.

Just as in the first order case we can describe the contact structure D by a system of Pfaffian
forms. Such a system is called a system of second order contact forms. In the local coordinates
introduced above the standard contact system is given by

ω0 = dy − ξT dx,

ωi = dξi −
∑

j

hijdxj , for 1 ≤ i ≤ n. (2.2)

2.2 Properties of the second order contact bundle

For a smooth submanifold U of P we define T : U → T (U) ⊂ Q by sending p ∈ U to its tangent
space.

Theorem 2.2.1. Let (P,C) be a first order contact bundle and (Q,D) the corresponding second
order contact bundle.

i) Let U be a smooth integral submanifold of P . Then V = T (U) is a smooth integral manifold

of (Q,D). The projection πQ
P restricted to V is a diffeomorphism that is the inverse of T on

U . If V is a smooth integral manifold of Q and the projection of V to P is an embedding,
then U = πQ

P (V ) is a smooth integral manifold of P .

ii) Let U be a smooth submanifold of P that is equal to the 1-jet of a smooth function u as in
lemma 1.2.4. Then T (U) is a smooth submanifold of Q. In the local coordinates defined in
equation (2.1) for the second order contact bundle, U is given by the 2-jet of u, so

U = { (x, y, ξ, h) ∈ Q | y = u(x), ξ = u′(x), h = u′′(x) }.

Just as for a first order partial differential equation, we can define a second order partial
differential equation as a smooth hypersurface in an open subset of Q. For this hypersurface we
require that it is transversal to the fibers of the bundle Q → P . If we write the hypersurface as
the zero set of a smooth function f , this transversality condition is equivalent to ∂f

∂h 6= 0.
The projection of a smooth integral manifold of (Q,D) to P or Z is not always a smooth

manifold. The same obstructions as for the first order contact bundle apply (see section 1.3).

The projection πQ
P or πQ

Z can fail to be an embedding when π is not injective, the tangent map
Tπ is not injective or the inverse mapping is not continuous. We will not give an example for
every possibility, because there are a lot of possibilities and they are similar to the examples in
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section 1.3. In the next example we illustrate one type of obstruction that cannot occur in the
projection from the first order contact bundle to the base manifold.

Example 2.2.2 The set y2 = x5, x ≥ 0 is not a smooth submanifold of Z = R2, but it is the
projection of a smooth integral submanifold V in Q. Both projections S = πQ

Z (V ) and U = πQ
P (V )

are not smooth manifolds, because the tangent mappings TπQ
Z and TπQ

P are not injective.
The first order contact bundle has local coordinates (x, y, ξ) on the open subset P0 of P , where

P0 is the set of points p = (x, y, [η]), where η2 6= 0 (here ξ = −η1/η2). For the second order contact
bundle Q we have local coordinates (x, y, ξ, h) on an open subset Q0 ⊂ Q. Define ψ : R → Q0

by t → (t2, t5, 5
2 t

2, 15
4 t). It is easy to check that ψ is an embedding of R in Q0, so the image

U = im(ψ) is a smooth 1-dimensional submanifold of Q0 and thus of Q. We can check that V
is an integral manifold of the contact structure D. In local coordinates this contact structure is
given by the Pfaffian forms (2.2). We see that these Pfaffian forms are zero on (the tangent space
of) V , so V is an integral manifold.

The projection to Z of V is equal to the image of t → (t3, t5). This image is smooth outside
the origin and has a higher order cusp singularity at the origin. The projection of V to P has
image t→ (t3, t5, 5

3 t
2), the image is again not smooth at the point (x, y, ξ) = (0, 0, 0). ⊘

2.3 Prolongation

We have defined the first and second order contact bundles as generalizations of the 1-jet and
2-jet bundle, respectively. For these bundles we have seen that smooth hypersurfaces that are
transversal to the fibers represent partial differential equations of order one or two. The integral
manifolds of maximal dimension of the contact bundles that are contained in such a hypersurface
represent solutions of the corresponding partial differential equation. By projecting the integral
submanifolds to the base space we find local solutions of the partial differential equation, perhaps
with some sort of singularity as explained in section 1.3 on obstructions. A natural question is how
we can generalize these contact bundles to higher order contact bundles so we can also represent
higher order partial differential equations. Before giving the definition of a higher order contact
bundle, we will take a closer look on the construction of the first and second order contact bundles.
This will then be a model for the definition of the higher order contact bundles.

Suppose Z is a smooth n+ 1-dimensional manifold with corresponding first and second order
contact bundle (P,C) and (Q,D). We can say that Z is the zeroth order contact bundle. From
the zeroth order contact bundle Z we have obtained the first order contact bundle by adjoining
to each point z ∈ Z all possible tangent spaces of n-dimensional submanifolds of Z. In a similar
way the second order contact bundle was constructed by adjoining to every point in the first order
bundle all possible tangent spaces of n-dimensional integral manifolds. Using these definitions, we
can map n-dimensional manifolds of Z to n-dimensional integral manifolds in the first and second
order contact bundle using the prolongation map T . The map T acts by adding to a point in an
integral manifold U the same point together with the tangent space of U at that point.

The tangent bundle TZ is a vector subbundle of TZ. With this vector subbundle we can define
the first order contact bundle as P = In(TZ), just as the second order contact bundle was defined
as Q = In(C). This structure suggests that we can define higher order contact bundles by an
inductive definition. A possible definition for the third order contact bundle (Q(3), D(3) would be

Q(3) = In(D) together with (D(3))x = (Txπ
Q(3)

Q )−1(x), where the first x in the formula should
be considered as a point in Q∨ and the second x as an n-dimensional linear subspace of Tπ(x)Q.
This definition can be generalized to arbitrary Pfaffian systems (M,E) (not necessarily contact
bundles) if we take some care.

Definition 2.3.1. Let (M,E) be a Pfaffian system, with dimM = n+ 1. We define the prolon-
gation of the Pfaffian system (M,E) by (M∨, E∨) where

M∨ = In(E)ord, (E∨)I = (TIπ
M∨

M )−1(I). (2.3)
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Here In(E)ord is the set of ordinary integral elements of In(E). The condition of ordinary elements
is a technical condition to make sure that M∨ is a smooth manifold. For more details see [7, section
3.1, Definition 1.7 and 1.9] or [11, paragraph 1.7 and 1.9].

We take for the zeroth order contact bundle the Pfaffian system (Z, TZ). In the notation
introduced above, the first order contact bundle (P,C) is the prolongation (Z∨, (TZ)∨) of the
zeroth order contact bundle. In the same way the second order contact bundle (Q,D) is the
prolongation (P∨, C∨) of the first order contact bundle. We state here that for the prolongations
of the contact bundle we always have that In(D)ord = In(D) (i.e. all integral elements in contact
bundles are ordinary). The proof of this can be given using the theory on integral elements in [7,
section 3.1]. We do not give the proof here, but note that because all contact bundles are locally
equivalent to the standard contact bundle and the notion of an ordinary integral element is a
local notion, it suffices to prove the statement for the standard contact bundle of Rn. These
observations make the following definition of higher order contact bundles possible.

Definition 2.3.2. We define the k-th order contact bundle Q(k) of an n+1-dimensional manifold
Z as the k-th iterated prolongation of the Pfaffian system (Z, TZ). Every n-dimensional integral
submanifold U of the k-th order contact bundle Q(k) of Z has a prolongation U∨ ⊂ Q(k+1) defined
by U∨ = T (U). Here the map T is defined as T : U → Q(k+1) : u 7→ (u, TuU).

There are natural generalizations of theorem 1.2.3 and 2.2.1 for these prolongations, see [11,
Lemma 1.16]. In particular, it follows that the prolongation U∨ is an n-dimensional integral
manifold of Q∨.

2.4 Contact transformations

In the theory of ordinary and partial differential equations, coordinate transformations (or variable
substitutions) are often used to simplify equations or show that certain classes of equations are
equivalent to a standard form. In this section we will define contact transformations, which are a
generalization of ordinary coordinate transformations. We will see in the examples that the class
of contact transformations is larger than the class of coordinate transformations.

Definition 2.4.1. Let (P,C) and (P ′, C′) be contact manifolds. A (local) contact transformation
is a (local) diffeomorphism Φ : P → P ′ that preserves the contact structure. If P and P ′ are the
contact manifolds corresponding to the base manifolds Z and Z ′, then a (local) diffeomorphism
Z → Z ′ will be called a point transformation.

The statement that a contact transformation Φ preserves the contact structure means that for
all p ∈ P we have TpΦ(Cp) = C′

p. If we describe the contact structures by a contact forms ω and
ω′, so Cp = kerωp and C′

p′ = kerω′
p′ , then Φ∗ω′ is equal to ω multiplied by a nonzero function on

P .

Lemma 2.4.2. Let (P,C) en (P ′, C′) be the contact manifolds corresponding to the manifolds
Z and Z ′, respectively. Every point transformation Z → Z ′ induces a contact transformation
P → P ′ that preserves the fibers of the bundle P → Z and P ′ → Z ′. Conversely, every contact
transformation preserving the fibers is induced in this way by a unique point transformation.

Proof. Let Φ : Z → Z ′ be a diffeomorphism between the manifolds Z and Z ′. Let (P,C) and
(P ′, C′) be the first order contact bundles of Z and Z ′ respectively. The diffeomorphism Φ induces
diffeomorphisms TZ → TZ ′ and T ∗Z → T ∗Z ′ in a natural way by taking TzΦ and ((TzΦ)∗)−1.
Because the diffeomorphism Φ : T ∗Z → T ∗Z ′ maps the linear spaces (TzZ)∗ linearly to (TzZ

′)∗

this diffeomorphism induces a diffeomorphism P = P (T ∗Z) → P ′ = P (T ∗Z ′). We will write TΦ
for the diffeomorphism P → P ′ induced in this way. We have to prove that this diffeomorphism
preserves the contact structure.

Introduce local coordinates (x, y) in Z and corresponding coordinates (x, y, ξ) for P . We then
define local coordinates (x′, y′) for Z ′ by (x′, y′) = Φ(x, y). The coordinates (x′, y′) induce local
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coordinates (x′, y′, ξ′) on P ′ and it is easy to check that (x′, y′, ξ′) = TΦ(x, y, ξ). The implies
that every element (X,Y,Ξ) ∈ Cp is mapped to the element (X ′, Y ′,Ξ′) = (X,Y,Ξ) in C′

p. In
particular the kernel of the contact form on P is mapped to the kernel of the contact form on P ′ and
the contact structure is preserved. The diffeomorphism Φ : Z → Z ′ therefore induces a contact
transformation of the contact bundles Φ : P → P ′. Note that every contract transformation
obtained in this way preserves the fibers of the bundle P → Z, i.e. the fiber (πP

Z )−1(z) is mapped

to (πP ′

Z′ )−1(Φ(z)).
For the converse statement we note that if a contact transformation Ψ preserves the fibers,

then it induces a natural diffeomorphism Φ : Z → Z ′. We can define Φ for example by Φ =
πP ′

Z′ ◦ Ψ ◦ (πP
Z )−1. We need to check that Ψ = TΦ. This follows because in local coordinates

Φ∗(ω′) = dy−(ξ′)Tdx. Because Φ is a contact transformation, we know that Φ∗(ω′) = ρ(dy−ξTdx).
This implies that ξ′ = ξ and TΦ = Ψ. So the contact transformations that preserve the fibers of
the bundles are precisely the contact transformations induced by coordinate transformations.

Example 2.4.3 Take X = R, Z = R2 with coordinates (x, y) and P = P (T ∗Z). We have seen
in lemma 2.4.2 that coordinate transformations Z → Z induce contact transformations P → P .
For example the coordinate transformations f(x, y) = (x, y) and g(x, y) = (y, x) of Z induce the
contact transformations

f : (x, y, [η]) → (x, y, [η]), g : (x, y, [η1, η2]) → (y, x, [η2, η1]).

We will now construct a contact transformation that is not induced by a (local) coordinate trans-
formation. Choose local coordinates (x, y, ξ) for P and suppose Φ is a local contact transformation
defined on the set where we can use these local coordinates. So we can write the contact trans-
formation as (x′, y′, ξ′) = Φ(x, y, ξ).

Because the contact structure must be preserved by Φ the pull-back of ω′ = dy′ − ξ′dx′ must
be zero on Cp. We calculate

Φ∗ω′ =
∂y′

∂x
dx+

∂y′

∂y
dy +

∂y′

∂ξ
dξ − ξ′(

∂x′

∂x
dx+

∂x′

∂y
dy +

∂x′

∂ξ
dξ).

Because dy = ξdx on Cp we can eliminate dy from the expression for Φ∗ω′ if we restrict to Cp.
By eliminating dy we find

Φ∗ω′|Cp
= (

∂y′

∂x
+ ξ

∂y′

∂y
− ξξ′

∂x′

∂x
− ξ′

∂x′

∂y
)dx+ (

∂y′

∂ξ
− ξ′

∂x′

∂ξ
)dξ = 0. (2.4)

In local coordinates Cp is given by element of the form { (X,Y,Ξ) ∈ TpP | Y = ξX }. Because
X and Ξ can be freely chosen it follows from (2.4) that the following two equations must hold in
order for the contact structure to be preserved.

∂y′

∂x
+ ξ

∂y′

∂y
− ξ′

∂x′

∂x
− ξξ′

∂x′

∂y
= 0

∂y′

∂ξ
− ξ′

∂x′

∂ξ
= 0

(2.5)

From these equations we can construct many contact transformations. Note that the two contact
transformations f and g mentioned earlier satisfy these two equations.

Suppose we take x′ = ξ, y′ = y − xξ and ξ′ = −x. It is easy to check that these relations
satisfy (2.5) are therefore define a contact transformation. It is also clear that this contact trans-
formation does not preserve the fibers (the base coordinates (x, y) and the fiber coordinate ξ are
interchanged) and is therefore not induced by a point transformation. Note that the graph of
a function l : X → R is mapped by this contact transformation to the graph of the function
l̂(x, ξ) = l(x) − xξ. The function l̂ is exactly the Legendre transformation of the function l. So
the Legendre transformation of functions is a special case of the contact transformations defined
here. ⊘
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We have defined contact transformations of the first order bundle. In a similar way we can
define higher order contact transformations. In this section we will only consider second order
contact transformations.

Definition 2.4.4. Let (Q,D) and (Q′, D′) be second order contact bundles. A second order
contact transformation is a (local) diffeomorphism Q→ Q′ that preserves the second order contact
structure D.

Just as every point transformation induces a first order contact transformation, every first
order contact transformation induces in a natural way a second order contact transformation. If
Ψ : P → P ′ is a first order contact transformation, then we can define a second order contact
transformation TΨ : Q→ Q′ by sending the Lagrange plane L ∈ Qp to the plane

L′ = TpΨ(L). (2.6)

The linear space L′ is a subset of C′
p, because Ψ is a first order contact transformation. It is

straightforward to check that the plane L′ is a Lagrange plane in C′
p, so L′ defines an element of

Q′
p. This means that TΨ is a diffeomorphism Q → Q′. Using an argument similar to that in the

proof of lemma 2.4.2, we can prove that TΨ(DL) = D′
TΨ(L). The second order contact structure

is preserved and TΨ is a second order contact transformation.
There are more first order contact transformations then point transformations, but the second

order contact transformations are the same as the first order transformations.

Theorem 2.4.5. Let Q and Q′ be the second order contact bundles corresponding to the first
order contact bundles P and P ′, respectively. Every second order contact transformation Q→ Q′

is induced from a first order contact transformation P → P ′.

Proof. This theorem is attributed to Bäcklund [4]. Bäcklunds paper is difficult to read and one
may question whether Bäcklunds arguments are correct (and complete). The results are correct,
see [19] for a modern proof.

Finally we want to describe how a contact transformation changes a partial differential equa-
tion. Because a contact transformation preserves the contact structure, a contact transformation
maps integral manifolds to integral manifolds. Let Φ be a contact transformation (Q,D) →
(Q′, D′). Under this contact transformation every smooth hypersurface M in Q is mapped to a
smooth hypersurface M ′ = Φ(M) in Q′. Let U be an n-dimensional integral manifold of D that is
at the same time contained in M . Then U is a generalized solution of the partial differential equa-
tion represented by the surfaceM . We define U ′ = Φ(U). This implies that U ′ is an n-dimensional
integral manifold of D′ and U ′ is contained in M ′. This means that Φ maps generalized solutions
of M to generalized solutions of M ′.

We can also describe the surfaces M using functions. If locally M ′ can be written as M ′ =
ker f ′, then M = ker f with f = Φ∗f ′. Suppose U ′ = Φ(U) and suppose we can locally write
both U and U ′ as the 2-jet of a function, i.e. U is the image of j2u and U ′ is the image of j2u′.
Then j2u is a solution of the partial differential equation f = 0 if and only if j2u′ is a solution of
the equation f ′ = 0. In this way we see that contact transformations also induce an equivalence
between classical partial differential equations.

2.5 Second order contact transformations in local coordi-

nates

Let (P,C), (P ′, C′) be the first order contact bundles corresponding to the same base manifold
Z = X × R, X = R

n. Let (x, y, ξ) and (x′, y′, ξ′) be the standard coordinates for P and P ′.
For the second order contact bundles Q and Q′ we then have the local coordinates (p, h) and
(p′, h′), respectively. Let Φ : P → P ′ be a first order contact transformation, so we can write
(x′, y′, ξ′) = Φ(x, y, ξ). The induced second order transformation TΦ maps the point (p, h) to
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some point (p′, h′) in Q′
p′ . Because Cp = { (X,Y,Ξ) ∈ TpP | Y = ξTX } we can identify Cp with

the space (X,Ξ) by identifying (X,Ξ) with the element (X, ξTX,Ξ) ∈ Cp. In a similar way we
can identify C′

p′ with (X ′,Ξ′). Because Φ is a first order contact transformation we know that
TpΦ maps Cp onto C′

Φ(p) linearly. With the identifications made for Cp and C′
p′ we can therefore

write TpΦ as

TpΦ : Cp → C′
Φ(p) :

(

X
Ξ

)

→
(

X ′

Ξ′

)

=

(

a b
c d

)(

X
Ξ

)

(2.7)

for unique submatrices a, b, c, d. Note that these submatrices are n × n-matrices that depend on
the base point p. Because TpΦ is induced from a first order contact transformation there are some
restrictions on the allowed coefficients a, b, c, d.

Theorem 2.5.1. Let Φ : (P,C) → (P ′, C′) be a first order contact transformation. After a choice
of local coordinates for P and P ′ and the identification of Cp and C′

p′ with the (X,Ξ)-space and the

(X ′,Ξ′)-space, as before, we can write TpΦ =
(

a b
c d

)

. Then the submatrices a, b, c, d must satisfy

aT c = cTa, (2.8)

bTd = dT b, (2.9)

dT a− bT c = ρ(p)I, (2.10)

where ρ(p) is a nonzero function on P .

Proof. We write ω and ω′ for the standard contact forms on P and P ′. Because Φ preserves the
contact structure, we know that Φ∗ω′ = ρω for a smooth function ρ that is nowhere zero. Taking
the exterior derivative and using that ω|Cp

= 0 we find that

(Φ∗dω′)p(F, F
′) = dω′

Φ(p)(TpΦ(F ), TpΦ(F ′)) = ρ(p)dωp(F, F
′)

for F, F ′ ∈ Cp. If we write F = (X,Ξ), F ′ = (X ′,Ξ′) and use that in local coordinates dω =
∑

i dx
i ∧ dξi, dω′ =

∑

i dx
′i ∧ dξ′i this is equivalent to

dω′
Φ(p)((aX + bΞ, cX + dΞ), (aX ′ + bΞ′, cX ′ + dΞ′)) = ρdωp((X,Ξ), (X ′,Ξ′))

(aX + bΞ)T (cX ′ + dΞ′) − (cX + dΞ)T (aX ′ + bΞ′) = ρ(XT Ξ′ − ΞTX ′)

(XTaT + ΞT bT )(cX ′ + dΞ′) − (XT cT + ΞTdT )(aX ′ + bΞ′) = XTρΞ′ − ΞT ρX ′

and therefore

XT (aTd− cT b+ ρ)Ξ′ + ΞT (bT c− dT a− ρ)X ′ +XT (aT c− cTa)X ′ + Ξ(bT d− dT b)Ξ′ = 0.

Because this equation holds for arbitrary X , Ξ, X ′ and Ξ′ we see that the conditions (2.8), (2.9)
and (2.10) must be satisfied.

Pointwise there is always a local contact transformation that realizes every possible set a, b, c, d
(as long as the conditions of theorem 2.5.1 are satisfied). We can take as first order contact
transformation the quadratic transformation





x
y
ξ



 →





ax+ bξ
xT cT bξ + 1

2x
T cTax+ 1

2ξ
TdT bξ + (dT a− bT c)y

cx+ dξ



 . (2.11)

One can check that if the coefficients a, b, c, d satisfy the conditions of theorem (2.5.1) this trans-
formation defines a first order contact transformation for which the action of the corresponding
second order contact transformation on Cp is represented by TpΦ =

(

a b
c d

)

.
In formula 2.7 we have given the action of second order contact transformation in the con-

tact space Cp. The contact transformation also induces an action on the Lagrange planes of
Cp. Recall that we have introduced local coordinates for these Lagrange planes in section 2.1.
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A Lagrange plane L described by the local coordinates (p, h) is given by { (X,Y,Ξ) ∈ TpP |
Y = ξTX,Ξ = hX }, p = (z, ξ). Under a contact transformation Ψ : P → P ′ the Lagrange plane
L is mapped to the Lagrange plane

L′ = { (X ′, Y ′,Ξ′) ∈ Tp′P ′ | X ′ = aX + bΞ,Ξ′ = cX + dΞ, Y ′ = (ξ′)TX ′ }
= { ((a+ bh)X,Y ′, (c+ bh)X) ∈ Tp′P ′ | X ∈ R

n, Y ′ = (ξ′)T (a+ bh)X }

If a+ bh is invertible we can substitute X 7→ (a+ bh)−1X ′ and write L′ as

L′ = { (X ′, Y ′, (c+ bh)(a+ bh)−1X ′) ∈ Tp′P ′ | X ′ ∈ R
n, Y ′ = (ξ′)TX ′ }

= { (X ′, Y ′, h′X ′) ∈ Tp′P ′ | X ′ ∈ R
n, h′ = (c+ dh)(a+ bh)−1, Y ′ = (ξ′)TX ′ }

This means that the action of the contact transformation on the Lagrange planes is given by
h 7→ h′ = (c + dh)(a + bh)−1. When calculating the action of a contact transformation in local
coordinates we have to be careful because it can happen that det(a+ bh) = 0. However because
not both det a and det b can be zero, the set of matrices h for which det(a + bh) = 0 is always a
closed, lower dimensional, subset of all matrices h. This means that in practice the condition that
det(a+ bh) must be nonzero is not a real problem.

For a contact transformation Ψ we can write in local coordinates p̃ = Ψ(p). Under this contact
transformation a partial differential equation f̃(p̃, h̃) = 0 is transformed to

f(p, h) = f̃(Ψ(p), (c+ dh)(a+ bh)−1) = 0. (2.12)

Example 2.5.2 Let X be a smooth manifold and Φ a (local) coordinate transformation of X .
If we choose local coordinates x1, . . . , xn for X and local coordinates (x, y) for Z = X × R then
we have local coordinates (x, y, ξ) for the first order contact bundle P of Z. A point p = (x, y, ξ)
in P is an n-dimensional subspace of T(x,y)Z which in local coordinates is given by

{ (X,Y ) ∈ T(x,y)Z | Y = ξTX }.

If we write the coordinate transformation Φ as x′ = Φ(x), then the induced first order contact
transformation is given by (x, y, ξ) 7→ (x′, y′, ξ′) where x′ = Φ(x), y′ = y. We can calculate ξ′

because we know that Y ′ = (ξ′)TX ′, Y ′ = Y = ξTX and X ′ = (T(x,y)Φ)X . For convenience we
write a = T(x,y)Φ. It follows that (ξ′)TaX = ξTX and therefore XT ξ = XTaT ξ′. Because this
is true for arbitrary X we conclude that ξ′ = (a−1)T ξ. The second order contact transformation
induced by Φ then has a representation of the form (2.7) given by

(

a 0
0 (a−1)T

)

.

In particular we see that a contact transformation induced from a point transformation is fiber
preserving. The x and ξ coordinates are transformed separately and are not dependent on each
other. ⊘

2.6 Abstract contact manifolds

Many properties of the first order contact bundle of a manifold can be generalized to an abstract
contact manifold. This abstract contact manifold has many of the properties of the first order
contact manifold of a smooth n+1-dimensional manifold Z as introduced in definition 1.2.1, but it
does not have a natural projection to a base space. This generalization makes it easier to present
some of the results where the base space is irrelevant and makes it easier to make references to
the literature where the abstract contact manifold is used. In this thesis these more abstract
definitions will only be used in an application of the theory in section 4.2.
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Definition 2.6.1. Let M be a smooth manifold and E a codimension one vector subbundle of
TM . The pair (M,E) is called an abstract contact manifold if one of the following equivalent
conditions is satisfied

i) If we write E = kerα for a (locally defined) 1-form α then dα is non-degenerate on every
hyperplane where α = 0.

ii) The contact structure E has Cauchy characteristics equal to zero. This means that the
Lie brackets modulo the subbundle define a non-degenerate antisymmetric bilinear mapping
from Em × Em → TmM/Em.

On the linear space M = R2n+1 with local coordinates (x, y, ξ), x, ξ ∈ Rn, y ∈ R we define
the standard contact structure E by the 1-form dy − ξdx. We call M with the standard contact
structure the standard contact manifold. Note that this standard contact manifold is precisely
the 1-jet bundle of Rn as a submanifold of the first order contact bundle of Rn. For any manifold
X the 1-jet bundle J1(X) is an abstract contact manifold of dimension 2n+ 1. From the theory
in the beginning of section 2.1 it follows that every first order contact bundle P (T ∗Z) of a base
manifold Z = X × R is an abstract contact manifold. The jet bundle J1(X) with the contact
structure induced from the first order contact bundle of X is another example of an abstract
contact manifold.

In this thesis we work most of the time with contact manifolds induced from a base space Z
(see definition 1.2.1). The extension to abstract contact manifolds is not a very big step because
every abstract contact manifold of dimension 2n+ 1 is locally isomorphic to the standard contact
manifold. See [2, paragraph 20.1, Darboux’s theorem on contact structure] for a proof and more
details. It is not true that every abstract contact manifold is contact equivalent to a contact
bundle induced from a base manifold.

2.6.1 Legendre fibrations

Definition 2.6.2. Let (P,C) be an abstract contact manifold of dimension 2n + 1. An n-
dimensional integral manifold of P is called a Legendre submanifold.

Note that n is the maximum dimension for any integral manifold of P because of the non-
integrability of the contact structure.

Example 2.6.3

i) Let M = J1(Rn) be the first order jet of Rn with coordinates (x, y, ξ). The contact form
is given by dy − ξdx. The manifold U defined by taking x and y constant is a Legendre
submanifold of J1(Rn). The tangent space of U at a point m is given by all vectors (0, 0,Ξ)
in TmM . It is clear that the contact form is zero on this tangent space, so U is indeed an
integral manifold.

The manifolds with x and y constant are precisely the fibers of the projection M → Rn. In
general the fibers of the projection P (T ∗Z) → Z are Legendre submanifolds for any manifold
Z.

ii) Let X be a manifold with first order contact bundle P = P (T ∗(X × R)). The 1-jet of any
function X → R is a Legendre submanifold of P .

⊘

In the definition of an abstract contact manifold there is no reference to a base space. Locally
we can always find a base space because the contact manifold is locally equivalent to the standard
contact structure. An abstract contact manifold with a global base space is called a Legendre
bundle. A more precise definition is
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Definition 2.6.4. Let M be a contact manifold with contact structure E and M
π→ B a fiber

bundle with dimE = 2n + 1, dimB = n. The bundle is called a Legendre bundle if the fibers
π−1(b), b ∈ B of the projection are Legendre submanifolds of M .

We have the following theorems for abstract contact manifolds and Legendre bundles.

Theorem 2.6.5 (Theorem 2.11 in [11]). Let (P,C) be an abstract contact manifold with dimP =
2n + 1. If p is a point in P and L is a Lagrange plane in Cp (so L is an integral element
of the contact structure) then there is an open neighborhood P0 of P and a Legendre fibration
̟ : P0 → Rn+1 such that L = kerTp̟.

Theorem 2.6.6 (Theorem 2.12 in [11]). Let (M,E) be an abstract contact manifold and let
̟ : M → B be a Legendre bundle. We write (P = P (T ∗B), C) for the first order contact bundle
of B. We define the map Φ : M → P by m ∈M → Tm̟(Em) ∈ Gn(T̟(m)B).

Then Φ is a local diffeomorphism. Moreover, Φ is the unique local contact transformation from
(M,E) to (P,C) such that ̟ = πP

B ◦ Φ.

The two theorems implicate that the notions of abstract contact manifold, Legendre bundle
and first order contact bundle are locally equivalent.

2.6.2 Oriented contact manifolds

In the previous section we stated that locally every Legendre bundle M → B is equivalent to the
first order contact bundle of the base space B and indicated a natural local diffeomorphism. A
trivial example where the mapping Φ is locally a diffeomorphism but not globally is the following.
Let P be the first order contact manifold of the manifold Z. We define the bundle M by adding
to each point z ∈ Z twice the fiber Pz of the bundle P → Z, i.e. M = P ⊕ P . Is this case the
fibers of the bundle are not connected.

An example where the fibers are connected are oriented contact bundles. In section 1.2 we
defined the first order contact bundle by adding to every base point all possible tangent spaces
of codimension 1 submanifolds. We can also add all oriented tangent spaces to get the oriented
contact bundle. The oriented contact bundle of an n + 1-dimensional manifold Z is the bundle
obtained adding to each point z ∈ Z all oriented n-dimensional linear subspaces. We will work
out this construction in the following example for Z = Rn+1. The general case is very similar to
this example.

Example 2.6.7 The first order contact bundle of Z = Rn+1 is equal to P = Rn+1 × Pn. The
coordinates x = (x1, . . . , xn, xn+1) induce coordinates (x, [η]) for the contact bundle. Here the

element (x, [η]) represents the tangent space (X1, . . . , Xn+1) at the point x for which
∑n+1

j=1 ηjXj =
0.

For every point η = (η1, . . . , ηn+1) we write {η} for the equivalence class of η modulo R>0. In
this way we have coordinates {η} for the sphere Sn. At each point x ∈ Z an n-dimensional oriented
linear subspace H of the tangent space is represented by a vector η ∈ R

n by taking H = η⊥. The
orientation of H is represented by the direction of η. The oriented contact bundle of Rn+1 is given
by Rn+1×Sn and on this oriented contact bundle we have coordinates (x, {η}). The point (x, {η})
represents the oriented linear subspace space of TxRn+1 given by the set { (X1, . . . , Xn+1) ∈ TxRn |
∑

j ηjXj = 0 } with oriented normal vector equal to η.

It is not difficult to check that on the oriented contact bundle M = Rn+1 × Sn we can define
a contact structure by defining for each point m = (x, {η}) the linear subspace

Em = (Tmπ
M
Z )−1(H),

where H is the subspace of Tπ(m)R
n+1 perpendicular to η. This contact structure makes (M,E)

into an abstract contact manifold. The map Φ from theorem 2.6.6 defines a local diffeomorphism
from the oriented contact bundle of Rn+1 to the first order contact bundle of Rn+1. In the
coordinates introduced above this map is

Φ : (x, {η}) 7→ (x, [η]). (2.13)
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The mapping between the fibers of M and the first order contact bundle is a twofold covering
from the n-sphere onto projective n-space. ⊘

In general we have that if M → Z is a Legendre bundle and Φ : M → P (T ∗Z) is the map
from theorem 2.6.6 then Φ induces a covering from the fibers Mz onto Pz = P ((TzZ)∗). Since
P ((TzZ)∗) is diffeomorphic to the projective space Pn and the fundamental group of Pn is equal
to Z2 for n ≥ 2, this covering is either the identify covering or the twofold universal covering. In
this way the fundamental group of the fibers Pz gives a strong restriction on the possible Legendre
bundles with base space Z.
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Chapter 3

Monge-Ampère equations

In this section we will look at Monge-Ampère equations in the framework developed in the previous
sections. We take X = R2 with coordinates x1, x2. The first order contact bundle has local
coordinates p = (x, y, ξ) = (x1, x2, y, ξ1, ξ2). The second order contact bundle has local coordinates
(p, h) where h is a symmetric 2 × 2-matrix representing the second order derivative matrix.

A Monge-Ampère equation (in 2 variables) is a partial differential equation of type

j deth+ tr(hk) + l = 0. (3.1)

Here j and l are functions of p, k is a 2 × 2-matrix depending on p and h stands for the Hessian
of a function u. We also demand that not both j and k are zero. In other words, we demand that
the dependence on h is non-trivial. Written out in coordinates this means that

j(p)(uxxuyy − u2
xy) + k11(p)uxx + (k21(p) + k12(p))uxy + k22(p)uyy + l(p) = 0.

We call the functions j, k and l the coefficients of the Monge-Ampère equation. If j = 0 then the
equation is quasi-linear, i.e. linear in the second order derivatives.

We will show how contact transformations act on the Monge-Ampère equation. In particular
we will see that the class of Monge-Ampère equations is closed under contact transformations.
For Monge-Ampère equations with constant coefficients the contact transformations allow us to
reduce the Monge-Ampère equation to a special type of quasi-linear equation. In the next sections
this reduction will allow us to pointwise classify every Monge-Ampère equation according to some
of its geometrical properties.

3.1 Contact transformation to quasi-linear equations

In theorem (2.4.5) we noted that every second order contact transformation is induced from a
first order contact transformation. Therefore we only need to consider all first order contact
transformations and show how they transform the differential equation (3.1)

Theorem 3.1.1. The Monge-Amper̀e equations are closed under second order contact transfor-
mations. Under a second order contact transformation for which the action on the first order
contact structure is given by formula (2.7), a Monge-Ampère equation with coefficients j̃, k̃ and l̃
is transformed to a Monge-Ampère equation with coefficients

j = j̃ det d+ tr[dbcok̃] + l̃ det b,

l = j̃ det c+ tr[cacok̃] + l̃ det a,

k = ccok̃cob+ acok̃d+ j̃ccod+ l̃(acob).

(3.2)
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Proof. Under such a contact transformation a Lagrange plane L described in local coordinates
by h is transformed to h̃ = (c + dh)(a + bh)−1 (see formula (2.12)). The general Monge-Ampère
equation j̃ det h̃+ tr(hk̃) + l̃ = 0 is therefore transformed to

j̃ det
[

(c+ dh)(a+ bh)−1
]

+ tr
[

(c+ dh)(a+ bh)−1k̃
]

+ l̃ = 0. (3.3)

We will now rewrite this equation. We will use several common facts of traces and determinants.
The most important ones are summarized in appendix C.2. First we multiply the equation by
det(a+ bh), the left-hand side of equation (3.3) becomes

j̃ det(c+ dh) + tr
[

(c+ dh)(a+ bh)cok̃
]

+ l̃ det(a+ bh)

= j̃(det c+ det ddeth+ tr[c(dh)co]) + tr[cacok̃ + dhacok̃ + c(bh)cok̃ + dh(bh)cok̃]

+ l̃(det a+ det b deth+ tr a(bh)co)

=
[

j̃ det d+ tr[dbcok̃] + l̃ det b
]

deth

+ tr[c(bh)cok̃] + tr[dhacok̃] + j̃ tr[c(dh)co] + l̃ tr[a(bh)co]

+ j̃ det c+ tr[cacok̃] + l̃ det a

=
[

j̃ det d+ tr[dbcok̃] + l̃ det b
]

deth

+ tr[hccok̃cob] + tr[hacok̃d] + j̃ tr[hccod] + l̃ tr[hacob]

+
[

j̃ det c+ tr[cacok̃] + l̃ det a
]

.

This last equation is again a Monge-Ampère equation of type j deth+tr[hk]+l = 0 with coefficients
j, k and l given by formula 3.2. This proves that the class of Monge-Ampère equations is closed
under contact transformations and that the coefficients transform according to formula (3.2).

Due to the fact that we multiply by det(a+ bh) some strange things may happen if we are not
careful with the domain of the contact transformation. For a second order contact transformation
for which the coefficients a, b, c, d are given as in 2.7, the domain is given by the set of (p, h) for
which det(a+ bh) 6= 0. For a fixed p this means that the domain of the contact transformation is
Symm2(R2) \ N , with N = { h ∈ Symm2(R2) | det(a+ bh) = 0 }. A partial differential equation
f = 0 defines a surface M = ker f in the fiber of the second order contact bundle. In the generic
situation the surfaces M and N intersect transversally. This means that the image of M under the
contact transformation is again a closed surface and defines a partial differential equation. There
can be a problem if M and N do not intersect transversally. For example if M ⊂ N , the surface
M has no points in common with the domain of the contact transformation.

Example 3.1.2 Consider for example the equation deth = 0. Typical solutions are the linear
functions u(x) = α+ βx1 + γx2. Under the local contact transformation with coefficients a = d =
0, b = −c = I the graphs of these solutions are mapped to the submanifolds given by x̃ = (β, γ),
ỹ = 0 and ξ̃ = −(x, y). These manifolds are exactly the fibers of the projection (x̃, ỹ) → x̃ and
therefore do not define solutions of the transformed equation.

In this case the contact transformation is h̃ = h−1. The domain of the contact transformation
is the set of symmetric matrices h with det h 6= 0. In particular the surface M of the partial
differential equation is equal to the set N where the contact transformation is not defined. If we
apply formula (3.2) without regarding this problem, we find the new coefficients j = 0, k = 0
and l = 1. This corresponds to the ‘partial differential equation 1 = 0’, which is obviously not
well-defined. ⊘

Remark 3.1.3 In the definition of a Monge-Ampère equation by the formula j̃ det h̃+ tr[h̃k̃] + l̃
there are two degrees of freedom in the choice of the coefficients j̃, k̃ and l̃. The first degree
of freedom is multiplying all coefficients by a constant λ 6= 0. The transformed Monge-Ampère
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equation with coefficients j = λj̃, k = λk̃ and l = λl̃ defines the same equation. The second degree
of freedom is in the matrix k̃. For example the matrices

k̃1 =

(

k11 k12

k21 k22

)

and k̃2 =

(

k11 k12 + λk21

(1 − λ)k21 k22

)

both define the same equation but are different if both k21 6= 0 and λ 6= 0. We could restrict
ourselves to symmetric matrices k̃, but this is not very convenient because the contact transfor-
mations can map a symmetric k̃ to a non-symmetric k. We therefore allow arbitrary matrices k̃
and keep in mind that some matrices define equivalent partial differential equations. The choice of
a specific matrix k̃ does not affect the partial differential equation after a contact transformation.
This can be proved by looking at the transformed coefficients (3.2) and checking the effect of
different choices of k̃ on the new coefficients.

⊘

Suppose we want to find a contact transformation that makes the equation quasi-linear. This
corresponds to finding a contact transformation, with suitable coefficients a, b, c, d that depend
on p, such that j = 0 for all points p. The equation j = 0 involves derivatives of the contact
transformation and is therefore a partial differential equation. This partial differential equation
is difficult to solve in general. However, if we only want the make the equation quasi-linear in
one point, then the equation j = 0 becomes an algebraic equation. For an algebraic equation it is
much simpler to find solutions.

For this reason, we will consider Monge-Ampère equations only in one point in the remainder
of this chapter. An equivalent viewpoint is to consider Monge-Ampère equations with constant
coefficients. This means that j, k and l are constant and do not depend on the first order
coordinates p. This restriction allows us the prove that all Monge-Ampère equations are contact
equivalent in one point to quasi-linear equations.

In section 2.5 we have seen that there is a large class of local second order contact transfor-
mations. This class of local second order contact transformations can be parameterized by four
2 × 2-matrices satisfying the conditions in theorem 2.5.1. Because we are only considering the
transformation in one point a contact transformation is completely described by the coefficients
a, b, c, d in formula (2.7). We will use these transformations to show that every Monge-Ampère
equation is pointwise contact equivalent to a quasi-linear equation. In the following sections we will
find out even more about the pointwise structure of the Monge-Ampère equations. In section 4.2
we will consider the possibility of transforming a Monge-Ampère equation to a quasi-linear one
not only in one point but on an open set.

Theorem 3.1.4. Every Monge-Ampère equation is at one point contact equivalent to one of the
following three normal forms

hxx + hyy = 0, (elliptic)

hxx − hyy = 0, (hyperbolic)

hxx = 0. (parabolic)

The elliptic normal form is contact equivalent to deth−1 = 0, the hyperbolic normal form is contact
equivalent to deth+ 1 = 0 and the parabolic normal form is contact equivalent to deth = 0.

Proof. To transform every equation into one of the normal forms, we construct a sequence of
contact transformations that will reduce an equation to one of the desired normal forms. Together
with the transformations described in remark 3.1.3 these transformations will allow us to prove
the theorem. All transformations that we need are summarized in table 3.1 and 3.2.

We want to transform a general Monge-Ampère equation to a quasi-linear one. The transformed
equation is quasi-linear if and only if j = 0, so we want to find a contact transformation that makes
j̃ det d+tr[dbcok̃]+ l̃ det b = 0. We consider several different cases for the original equation which is
defined by the coefficients j̃, k̃ and l̃. In each case we will give a sequence of contact transformations
that makes the equation quasi-linear and reduces the equation to one of the three normal forms.
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Parameter Action

λ 6= 0 j = λj̃

k = λk̃

l = λl̃

None j = j̃

k = (k̃ + k̃T )/2

l = l̃

Figure 3.1: Transformations on the coefficients of Monge-Ampère equations that leave the equation
invariant

Conditions Parameters Action Type

a = I j = λ2j̃ 1

d = λI, λ 6= 0 k = λk̃

b = c = 0 l = l̃

a = α−1, detα = 1 j = j̃ 2

d = αT , λ 6= 0 k = acok̃d = αk̃αT

b = c = 0 l = l̃

a = d = 0 j = l̃ 3

b = −c = I k = −k̃co

l = j̃

j̃ = 0 b = c = 0 j = 0 4

k̃ is diagonal ν, µ 6= 0 k = diag(ν2, µ2)k̃

a = diag(ν−1, µ−1) l = l̃ν−1µ−1

d = diag(ν, µ)

j̃ = 1 a = d =
(

1 0
0 0

)

j = 0, l = 0 5

l̃ = ±1, 0 b = −c =
(

0 0
0 1

)

k = diag(1,−l̃)
a = d = I j = j̃ 6

b = 0 l = l̃ + j̃ det c+ tr[ck̃]

c arbitrary symm. k = k̃ + j̃cco

a = d = I j = j̃ + tr[k̃] + l̃ 7

b = −c = I k = (j̃ + l̃)I

l = l̃ − tr[k̃] + j̃

Figure 3.2: Basic contact transformations
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Quasi-linear case If j̃ = 0 the equation is quasi-linear. Using the second transformation from
table 3.1 we make k̃ symmetric. We know from linear algebra that we can diagonalize the
symmetric matrix k̃ using an orthogonal matrix. Using a contact transformation of type 2
with α equal to this orthogonal matrix we can diagonalize α and keep j̃ = 0. Now with
a transformation of type 4 in combination with the first transformation of table 3.1 with
λ = ±1, we reduce the matrix k̃ to either diag(1, 1), diag(1,−1) or diag(1, 0). Finally we
transform l̃ to zero using a transformation of type 7. The equation is now in one of the
standard forms.

Monge-Ampère case We assume j̃ 6= 0. First we make k̃ equal to a multiple of the identity
using a transformation of type 7. If after this transformation j̃ equals zero we are in the
quasi-linear case again and use the methods described previously. If j̃ 6= 0 we transform k̃
into zero using a transformation of type 6. Now that k̃ = 0 we can use a transformation of
type 1 with the first transformation in table 3.1 to make j̃ = 1 and l̃ = 0,±1.

Equivalence of cases Finally we want to prove that the three forms deth + l̃, with l̃ = 0,±1
are contact equivalent to the three normal forms. To prove this consider the action of the
contact transformation of type 5. One can easily check that this transformation transforms
the classes of equations into each other.

To complete the proof we need to check that all transformations we have used are well-defined.
We leave it to the reader to check that this is indeed the case.

Remark 3.1.5 We have not yet proved that the three normal forms cannot be contact equivalent
to each other. We could do this explicitly by working out a general contact transformation for
one of the normal forms and trying to write the transformed equation as one of the other normal
forms. We will obtain the result by using the theory in the followings sections on invariance of
the type of a Monge-Ampère equation under contact transformations. ⊘

Remark 3.1.6 Note that the theorem does not imply that a Monge-Ampère equation is contact
equivalent to a quasi-linear equation in every point h of the fiber. For example for the Monge-
Ampère equation deth = 0 has a special point for h = 0. The equation at the point h = 0
cannot be transformed to a quasi-linear equation by any contact transformation. The equation
deth has a singularity for h = 0, which is already clear from the fact that the total derivative
of the function f : R

3 → R : h = deth is equal to (hyy, hxx,−2hxy). This total derivative is
not surjective for h = 0 and therefore the zero set deth = 0 is not a smooth manifold at h = 0.
A more detailed description of this singularity and the corresponding equations will be given in
sections 3.3.3 and 3.3.4. ⊘

3.2 The type of a second order partial differential equation

The existence, uniqueness and behavior of the solutions of partial differential equations depend
on the order of the equation, the number of independent variables and the type of the equation.
For example for elliptic partial differential operators there are strong regularity theorems. For
hyperbolic operators there is an existence and uniqueness theorem for the analytic case (this is
the Cauchy-Kowalenski theorem. In this section we will not discuss the various results on partial
differential operators of different types. For an overview of these results see [18].

We will define the type of a linear partial differential operator and generalize this definition
of type to an arbitrary differential equation. After that we give an equivalent definition in more
geometrical terms. This definition will be coordinate independent and is therefore more suitable
in the framework of contact bundles. We will show that both definitions are equivalent and that
the type is invariant under contact transformations.
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3.2.1 Linear partial differential operators

In this section we briefly review some of the main definitions of linear partial differential operators.
A more detailed overview can be found in [18]. For a multi-index α = (α1, . . . , αn) we write
∂α = ∂α1

1 · · · ∂αn
n . A linear partial differential operator is given in local coordinates by an expression

P =
∑

|α|≤r

cα(x)∂α. (3.4)

Here the summation is over all multi-indices α with |α| = α1+α2+ . . .+αn ≤ r. The linear partial
differential equation corresponding to this operator is given by Pu = 0. For a partial differential
operator we define the total symbol P (ξ) and principal symbol p(ξ) as

P (ξ) =
∑

|α|≤r

cαi
|α|ξα, p(ξ) =

∑

|α|=r

cαi
|α|ξα.

The type of a partial differential operator is determined by its principal symbol if the partial
differential operator is of principal type. An operator is of principal type if it dominates all
operators of lower order. If the operator is not principal the type can still depend on the lower
order terms of the operator. See [18, book II, Def. 10.4.4 and Def. 10.4.11] for precise definitions.
A vector ξ ∈ Rn is called a characteristic vector for the operator P if p(ξ) = 0. If ξ is characteristic
then also the hyperplane ξ⊥ is called characteristic. The operator is called elliptic if for all ξ ∈ Rn,
ξ 6= 0 we have p(ξ) 6= 0 and strictly hyperbolic with respect to the hyperplane ξ⊥ if for all
η 6= 0 with η not proportional to ξ (or equivalently, η ∈ ξ⊥) the polynomial p(η+ τξ) has r simple
zeros. The elliptic and hyperbolic operators are always of principal type.

We are mainly interested in second order partial differential equations. In this case the principal
symbol is a quadratic form in the variables ξ1, . . . , ξn. An operator is elliptic if the corresponding
quadratic form is positive of negative definite. The other types also translate to properties of the
eigenvalues of the quadratic form.

Example 3.2.1 We consider the special case of a linear second order equation in two independent
variables x and y. Every equation of this type can be written as

puxx + quxy + ruyy + aux + buy + cux + du = 0.

The principal symbol of this equation is p(ξ) = pξ2x + qξxξy + rξ2y . The type is determined by the
properties of the quadratic form. We write the principal symbol as

p(ξ) = −(ξx, ξy)Q

(

ξx
ξy

)

, Q =

(

p q/2
q/2 r

)

.

The type of the equation is determined by the sign of detQ. The equation is elliptic for detQ > 0,
hyperbolic for detQ < 0 and parabolic if detQ = 0. Other types, such as the ultrahyperbolic case,
cannot occur here. For the three types there are three standard forms. These are the classical
equations

Laplace equation: uxx + uyy = 0 (elliptic)

wave equation: uxx − uyy = 0 (hyperbolic)

heat equation: uxx − uy = 0 (parabolic)

⊘

3.2.2 Linearization of partial differential equations

We want to generalize the definition of the type of a linear partial differential operator to a
definition of the type of an arbitrary partial differential equation. We will do this by linearizing
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the partial differential equation in a point. In local coordinates this linearization is given by a
linear partial differential operator. We define the type of the partial differential equation in that
point to be the type of its linearization.

Definition 3.2.2. Let X be a smooth manifold and f a function on Jr(X). We assume the zero
set of f is a smooth hypersurface M . For every point m ∈M we define the linearization Pm of f
at the point m to be the operator on C∞(X) defined by

(Pmv)(x) =
d

dǫ
|ǫ=0f(jruǫ)(x)

for a smooth function uǫ that satisfies (jru0)(x) = m and d
dǫ |ǫ=0uǫ = v. Here x = π

Jr(X)
X (m).

The linearization Pm depends on the point m, but not on the specific choice of uǫ used to
calculate Pmv. In local coordinates the linearization is given by a linear partial differential opera-
tor. Of this partial differential operator we can take the principal symbol. This principal symbol
is invariantly defined if we consider the principal symbol as a function on the cotangent space
(TxX)∗, x = π(m). For details on this invariant definition we refer again to [18, book I, page 151].
For our purposes we only need to know that we can calculate everything in local coordinates and
that the result (principal symbol, type etc.) is independent of the choice of these local coordinates.

Example 3.2.3 Consider a second order partial differential equation in two variables given by

f(x, u, p, h) = 0

with x = (x1, x2), p = (ux1 , ux2) and hij = ∂f
∂xi∂xj

. The principal symbol of the linearization of

this partial differential equation at a point m ∈ ker f is given by

pm(ξ) = −
∑

i,j

∂f

∂hij
(m) ξiξj . (3.5)

⊘

Example 3.2.4 Consider the third order non-linear Korteweg-de Vries equation ut + 6uux −
uxxx = 0. In this equation we substitute u→ u+ ǫU . Then up to order ǫ2 we have

ut + ǫUt + 6uux + 6ǫuUx + 6ǫUux − uxxx − ǫUxxx

= (ut + 6uux − uxxx) + ǫ(Ut + 6uxU + 6uUx − Uxxx) = 0.

The linearization of the Korteweg-de Vries equation is given by the first order terms in ǫ, therefore
the linearization at the point m = (x, t, u, ux, ut, uxx, . . . , uyyy) is Pm = −∂3

x + ∂t + 6u∂x + 6ux.
The linearization is neither elliptic or hyperbolic because the principal symbol p(ξ) = −iξ3x is
degenerate (the linearization is not of principal type). ⊘

Of course the linearization of the partial differential equation f = 0 depends on the function
f . However if f ′ is a function with the same zero set M , i.e. f ′ = gf for a smooth non vanishing
function g, then P ′

m = g(m)Pm. This means that the linearization of a partial differential equation
is up to a constant factor determined by the hypersurface defining the equation. Because the type
of a linear partial differential operator is unchanged when the operator is multiplied by a nonzero
constant the type of a partial differential equation is determined by its corresponding hypersurface
in the jet bundle. We can now define the type of a partial differential equation defined by a
hypersurface.

Definition 3.2.5. Let M be a smooth codimension one hypersurface in a jet bundle or contact
bundle. We define the type of a point m ∈M to be the type of the linearization Pm of a smooth
function f on the bundle, for which locally M is the zero set.
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3.2.3 Type of a Monge-Ampère equation

In the previous sections we have defined the type of a partial differential equation. In this section
we calculate the type of a Monge-Ampère equation. Because the Monge-Ampère equation is not
quasi-linear (linear in the highest order derivatives) we expect that the linearization of a Monge-
Ampère equation depends on the point where it is linearized.

We start by writing uǫ = u + ǫU and substituting this into the general Monge-Ampère equa-

tion (3.1). If we write this out and calculate the terms linear in ǫ we find (taking k =
( p q/2

q/2 r

)

)

d

dǫ

∣

∣

∣

∣

ǫ=0

[j dethǫ + tr[hǫk] + l]

= j(uyyUxx + uxxUyy − 2uxyUxy) + pUxx + qUxy + rUyy.

The linearization of the Monge-Ampère equation is therefore given by

Pm = juyy∂
2
x + juxx∂

2
y − 2uxy∂x∂y + p∂2

x + q∂x∂y + r∂2
y

with m = (x, y, u, ux, uy, uxx, uxy, uyy). The principal symbol we can write as

p(ξ) = (ξx, ξy)

(

juyy + p −juxy + q/2
−juxy + q/2 juxx + r

) (

ξx
ξy

)

= ξTQξ.

The type is determined by the sign of the determinant of the matrix in the previous formula. This
determinant is equal to

detQ = (juyy + p)(juxx + r) − (−juxy + q/2)(−juxy + q/2)

= j(j(uxxuyy − uxyuxy) + puxx + quxy + ruyy) + pr − q2/4.

We see that in principle the first term of this last equation depends on the point m where we
linearize. However this term equals −l for all points m satisfying the equation and therefore

detQ = −jl+ pr − q2/4 = −jl + det k. (3.6)

The Monge-Ampère equation is elliptic for −jl + det k > 0, hyperbolic for −jl + det k < 0 and
parabolic for −jl + det k = 0.

3.2.4 Invariance of type in local coordinates

If we transform a general Monge-Ampère equation then the type of the new equation is determined
by −jt + det k. We will calculate −jt + det k in terms of the old j̃, k̃, l̃ and the transformation

30



coefficients a, b, c, d. For convenience we write α = det a, β = det b, γ = det c and δ = det d.

−jl+ det k = −(j̃ det d+ tr[dbcok̃] + l̃ det b)(j̃ det c+ tr[cacok̃] + l̃δ)

+ det(ccok̃cob+ acok̃d+ j̃ccod+ l̃(acob))

= −(j̃ det d+ tr[dbcok̃] + l̃ det b)(j̃ det c+ tr[cacok̃] + l̃δ)

+ det(ccok̃cob) + det(acok̃d) + j̃2 det(ccod) + l̃2 det(acob))

+ tr[ccok̃cob(acok̃d)co + j̃ccok̃cob(ccod)co + l̃ccok̃cob(acob)co

+ j̃acok̃d(ccod)co + l̃acok̃d(acob)co + j̃ l̃ccod(acob)co]

= −
[

j̃γδ + j̃δ tr[cacok̃] + j̃ l̃αδ + j̃γ tr[dbcok̃] + tr[dbcok̃] tr[cacok̃]

+l̃α tr[dbcok̃] + j̃ l̃βγ + l̃β tr[cacok̃] + l̃2αβ
]

+
[

βγ det(k̃) + αδ det(k̃) + j̃2γδ + l̃2αβ
]

+ tr[ccok̃codcok̃coa+ j̃ccok̃cobdcoc+ l̃βccok̃coa

+ j̃δacok̃c+ l̃acok̃dbcoa+ j̃ l̃ccodbcoa]

= −
[

j̃ l̃αδ + tr[dbcok̃] tr[cacok̃] + j̃ l̃βγ
]

+
[

βγ det(k̃) + αδ det(k̃)
]

+ tr[ccok̃codcok̃coa+ j̃ l̃ccodbcoa]

= (−j̃ l̃ + det k̃)(αδ + βγ)

− tr[dbcok̃] tr[cacok̃] + tr[ccok̃codcok̃coa] + j̃ l̃ tr[ccodbcoa]

= (−j̃ l̃ + det k̃)(αδ + βγ) − tr[bdcok̃co(accok̃co)co] + j̃ l̃ tr[ccodbcoa]

= (−j̃ l̃ + det k̃)(αδ + βγ − tr[bdcocaco])

So far we have not used the fact that the matrices a, b, c, d define a contact transformation and
therefore satisfy the conditions from theorem (2.5.1). From equation (2.8) it follows that acco is
symmetric. This means that

tr[bdcocaco] = tr[accodbco] = tr[(cco)T aTdbco]

= tr[(bco)T dTacco] = tr[dTacco(bT )co]

= tr[dTa(bT c)co].

This allows us to rewrite the equation as

−jl + det k = (−j̃l̃ + det k̃)(αδ + βγ − tr[dTa(bT c)co])

= (−j̃l̃ + det k̃)(det(dT a) + det(bT c) − tr[dTa(bT c)co])

= (−j̃l̃ + det k̃) det(dTa− bT c) = (−j̃l̃ + det k̃)ρ2.

In the last step we used condition (2.10) for a contact transformation. We see that the type of the
transformed equation is equal to the type of the original equation because ρ2 is strictly positive.

From this type invariance it follows that the three normal forms of Monge-Ampère equations
from theorem 3.1.4 cannot be contact equivalent. This implies that at each point there are exactly
three equivalence classes of Monge-Ampère equations.

3.2.5 Geometric type of a partial differential equation

In the previous section we have seen that the type of a partial differential equation given by f = 0
depends only on the hypersurfaceM = ker f . We will use this to give another definition of the type
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of a second order partial differential equation, one that is independent of a choice of coordinates.
The previous definition was independent of the choice of coordinates, but we had to make a choice
of coordinates to be able to write down the function f . Before we give this new definition, we
will first give some motivation for this definition. After that, we show that the old and the new
definition are equivalent.

The type of a partial differential equation depends only on the hypersurface M . Because
the type of a general partial differential equation in a point p ∈ P is defined by the principal
symbol of its linearization, the type is already determined by the tangent space of Mp = M ∩Qp.
We can make this more precise in the following way. From the linearization we only need the
principal symbol, that is the highest order part of the total symbol. For a second order partial
differential equation the highest order part is given by the variables defining the fibers of the
bundle Q→ P . This means that the type in a point p is already determined by the tangent space
of M ∩Qp. The hypersurface M is a codimension one manifold transversal to the fibers of Q→ P .
This transversality is a quite natural condition on a hypersurface defining a partial differential
equation and was already discussed in section 1.4. From the transversality condition it follows
that Mp = M ∩Qp is a codimension 1 surface in the fiber Qp. The tangent space TLMp of Mp at
a point L = (p, h) ∈ Qp is a codimension one linear subspace of TLQp. The tangent space TLQp is
canonically isomorphic to Symm2(L) (see appendix B.3). and this implies that the tangent space
TLMp is defined by a nonzero form ξ ∈ Symm2(L)∗. In turn Symm2(L)∗ is canonically isomorphic
to Symm2(L∗) (see lemma C.1.2 in appendix C.1). In this way we see that the type of a second
order partial differential equation in a point p is completely determined by a bilinear form on L∗.
It will turn out that in local coordinates this bilinear form corresponds to the principal symbol of
the corresponding partial differential equation.

Theorem 3.2.6. Let M be a smooth hypersurface in the second order contact bundle (Q,D),
representing a second order partial differential equation. For every point m = (p, h) = L ∈M the
tangent space of M ∩Qp at the point L is equal to the kernel of a unique bilinear form γ on L∗ up
to a positive factor in a natural way by the canonical identifications in theorem C.1.2 and B.3.1.

The number of positive, negative and zero eigenvalues of γ as a quadratic form on L∗ correspond
(up to a minus sign) to the eigenvalues of the principal symbol of M at the point m.

Proof. The construction of the bilinear form γ up to a positive factor was already sketched in the
paragraphs before the theorem. To prove the statement on the eigenvalues of the bilinear form
we calculate γ in local coordinates. We assume we have the usual local coordinates(p, h) for the
second order contact bundle. If the hypersurface M is defined by the zero set of a smooth function
f , then the tangent space of Mp is equal to

{H ∈ TLQp | d

dt

∣

∣

∣

∣

t=0

f(p, h+ tH) } = {H ∈ TLQp |
∑

i,j

∂f

∂hij
Hij = 0 }. (3.7)

The tangent space of Mp is therefore determined by the form τ on Symm2(L) given by H 7→
∑

i,j
∂f

∂hij
Hij (or any nonzero multiple of τ). In the notation of appendix C.1 we have τ = ∂f

∂hij
ηij .

From the discussion in section C.1 and especially formula (C.3) on the identification in local
coordinates we find that the bilinear form γ on L∗ is given by

γ = γijdX
idXj , γij =

∂f

∂hij
. (3.8)

This bilinear form can be identified with the expression (3.5) of the linearization of a partial
differential equation to prove the second statement of the theorem.

Definition 3.2.7 (Geometric definition of type of PDE). Let M be a smooth hypersurface in a
second order contact bundle Q that is transversal to the fibers of Q. Let γ be the bilinear form
from theorem 3.2.6 corresponding to a point m ∈M .

The point m is elliptic if γ is positive or negative definite and hyperbolic if γ has n− 1 positive
eigenvalues and one negative eigenvalue or one positive eigenvalue and n− 1 negative eigenvalues.
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The previous theorem makes that this new definition of the type of a point is in correspondence
with the old definition 3.2.5. The new definition is defined in terms of the contact structure and is
therefore contact invariant. This contact invariance is easier to establish and much more general
than the explicit calculation in section 3.2.4.

3.3 Surfaces in standard symplectic space

In section 2.2 we have seen that a second order partial differential equation defines a smooth
surface in the second order contact bundle Q. We consider the intersection of this surface with
Qp, the fiber of the second order contact bundle.

For every point p in the first order contact bundle the contact space Cp is a symplectic vector
space. The elements L of Qp are the Lagrange planes of Cp. After a choice of coordinates
(x, y, ξ) for the first order contact bundle the contact space Cp can be written as the collection
(X,Y,Ξ) ∈ TpP for which Y =

∑

j ξjXj . We identify Cp with the (X,Ξ)-space as in section (2.5).
The symplectic form on Cp induced by the Lie brackets modulo the subbundle is then given by
σ((X,Ξ), (X ′,Ξ′)) = XT Ξ′ −ΞTX ′. In this way we can identify Cp with the standard symplectic
space. Because Cp is diffeomorphic to the standard symplectic space E = R

4 we will work in this
section only with E. The notation is simpler in this case and we can always translate the results
back to Cp if we want. The definition and notation used here for the standard symplectic space
(E, σ) is that of appendix B.2.

We will calculate the closure in Λ(E, σ) of the surfaces defined by three special partial differen-
tial equations. These three special cases correspond exactly to the normal forms of the tree classic
linear second order partial differential equations of example 3.2.1. At the end of this section we
will combine the results for these special cases with the contact transformations defined before.
This will lead to a geometric description of the hypersurfaces in Qp defined by Monge-Ampère
equations in two variables.

Remark 3.3.1 Although the structure of the surfaces defined by the Monge-Ampère equations
is interesting by itself, we will see that for every partial differential equation in two variables these
same structures will appear in the tangent space of the second order contact bundle (instead of in
the second order contact bundle itself). We refer to section 4.2 for more details on this connection
between the quasi-linear equations in the second order contact bundle and surfaces defined by
more general equations in the tangent space. ⊘

3.3.1 Elliptic case

The most simple case is the case where we consider the hypersurface defined by the standard
elliptic equation uxx + uyy = 0. The Lagrange planes in Cp are given in local coordinates by a
symmetric matrices h. The equation for h is tr h = 0. The surface defined by this equation is
given by V = { v =

(

a b
b −a

)

| a, b ∈ R } ⊂ Symm2(R2). Here the surface V in Symm2(R2) should
be identified with a surface in the space of Lagrange planes Λ(E, σ) using the map (B.4). We
identify the plane V with its corresponding surface W in Λ0(E, σ,M1). The surface W is given
by all Lagrange planes of the form

{









v

(

α
β

)

α
β









| α, β ∈ R } = {









aα+ bβ
bα− aβ

α
β









| α, β ∈ R } (3.9)

where a and b are the parameters describing the surface. To determine the closure of W in Λ(E, σ)
we calculate the image of W in all four standard coordinate patches and determine the closure of
these images.
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We first consider the chart Λ0(E, σ,M2). This set equal to the set of planes of the form

{









α
β

w

(

α
β

)









| α, β ∈ R } (3.10)

where w ∈ Symm2(R2). Note that if v is an invertible matrix, we can substitute
( α

β

)

by v−1
( α

β

)

,
so the set of planes (3.9) with det v 6= 0 can also be written as

{









α
β

v−1

(

α
β

)









| α, β ∈ R } = {









α
β

1
a2+b2

(

aα+ bβ
bα− aβ

)









| α, β ∈ R } (3.11)

These planes correspond to the matrices 1
a2+b2

(

−a −b
−b a

)

in Symm2(R2) in the coordinate patch

Λ0(E, σ,M2), see formula (B.5). Note that in the limit a→ ∞ or b→ ∞ the matrix

1

a2 + b2

(

−a −b
−b a

)

→
(

0 0
0 0

)

(3.12)

So the zero matrix is in the closure of the image of W in the coordinate patch Λ(E, σ,M2).
Translating this back to Λ(E, σ) we conclude that the plane M1 is in the closure of W . In a
similar way we can check the closure of W in the other two charts. In these charts we find that the
closure of W contains no other points then the point M1. The conclusion is that W̄ = W ∪{M1}.
The closure W̄ is compact because it is closed and Λ(E, σ) is compact. If W̄ is a smooth surface
it must be diffeomorphic to a sphere. This is in fact the case and we will give a diffeomorphism
S2 →W .

The sphere S2 can be covered by two coordinate patches (these coordinates are induced from
the stereographic projection of the circle). We write S2 as the set { (θ, φ) | θ ∈ [0, π], φ ∈ [0, 2π] }
and define

U1 = { (θ, φ) ∈ S2 | θ 6= 0 },
U2 = { (θ, φ) ∈ S2 | θ 6= π },

κ1 : U1 → R
2 : (θ, φ) 7→ (x, y) = (

sin θ

1 − cos θ
cosφ,

sin θ

1 − cos θ
sinφ),

κ2 : U2 → R
2 : (θ, φ) 7→ (x′, y′) = (

sin θ

1 + cos θ
cosφ,

sin θ

1 + cos θ
sinφ).

The two charts (U1, κ1), (U2, κ2) cover S2. The coordinate transformation κ2 ◦ κ−1
1 is given by

(x, y) 7→ (x′, y′) = (
x

x2 + y2
,

y

x2 + y2
). (3.13)

On the set κ1(U1∩U2) = { (x, y) ∈ R2 | (x, y) 6= (0, 0) } this coordinate transformation is a smooth
map.

We are now in the position to define the a diffeomorphism between the sphere S2 and the
closure of W in Λ(E, σ). We define f : S2 → Λ(E, σ) by

(θ, φ) ∈ U1 7→ L1(v), v =

(

x y
y −x

)

, (x, y) = κ1(θ, φ)

(θ, φ) ∈ U2 7→ L2(v), v =

(

x′ y′

y′ −x′
)

, (x′, y′) = κ2(θ, φ).

(3.14)

See formulas (B.4) and (B.5) for the definition of L1(v) and L2(v)). It is clear that f is a
smooth injective mapping on U1 and U2. The map f is also surjective because f(U1) = W and
M1 = f(θ = π, φ = 0) is in the image of U2. So we only need to check that f is well-defined on
the overlap of U1 and U2. From the coordinate transformations (3.13) and (B.6) it is easy to see
that f is indeed well-defined on the overlap U1 ∩ U2.
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3.3.2 Hyperbolic case

The standard form of a hyperbolic equation is uxx − uyy = 0. However for our calculations it is
more convenient to use the equation uxy = 0. These two equations are contact equivalent so the
corresponding surfaces can be transformed into each other by a symplectic transformation. We
proceed just as in the previous case. We take V = { v =

(

a 0
0 b

)

| a, b ∈ R } ⊂ Symm2(R2). The
surface W in Λ(E, σ) is given by planes of the form

{









v

(

α
β

)

α
β









| α, β ∈ R } = {









aα
bβ
α
β









| α, β ∈ R }. (3.15)

In the coordinate patch Λ0(E, σ,M2) the image of W is given by the collection of matrices
(

−a−1 0
0 −b−1

)

for which a 6= 0, b 6= 0. The closure contains the extra points
(

0 0
0 c

)

,
(

d 0
0 0

)

with

c, d ∈ R. These points correspond to the Lagrange planes

{









α
β
0
cβ









| α, β ∈ R }, {









α
β
dα
0









| α, β ∈ R }.

The closure in the two other coordinate patches contains two other points. We will show this
explicitly for the coordinate patch Λ0(E, σ,M4). The other case (for M3) is similar and is left to
the reader. Note that if a 6= 0 we can make the substitution (α, β) = (a−1A,B). The planes (3.15)
for which a 6= 0 can then be written as

{









A
bB
a−1A
B









| A,B ∈ R }.

From this we see that the image of W in Λ0(E, σ,M4) is given by the matrices
(

−a−1 0
0 b

)

. The

closure consists of the matrices
(

0 0
0 b

)

which in turn correspond to the Lagrange planes

{









A
bB
0
B









| A,B ∈ R }.

For b 6= 0 these Lagrange planes correspond to the planes already found in the chart for M2. For
b = 0 we find one extra point in Λ(E, σ): the Lagrange plane M4. In the chart Λ0(E, σ,M3) we
find that also M3 is in the closure of W . We will prove that the closure of W is diffeomorphic to
a torus. The torus T we can describe using four coordinate patches (Uj , κj).

U1 = { (θ, φ) | θ 6= 0, φ 6= 0 }, κ1 : (θ, φ) 7→ (
sin θ

1 − cos θ
,

sinφ

1 − cosφ
)

U2 = { (θ, φ) | θ 6= π, φ 6= π }, κ2 : (θ, φ) 7→ (
sin θ

1 + cos θ
,

sinφ

1 + cosφ
)

U3 = { (θ, φ) | θ 6= π, φ 6= 0 }, κ3 : (θ, φ) 7→ (
sin θ

1 + cos θ
,

sinφ

1 − cosφ
)

U4 = { (θ, φ) | θ 6= 0, φ 6= π }, κ4 : (θ, φ) 7→ (
sin θ

1 − cos θ
,

sinφ

1 + cosφ
)
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The map from T to W̄ we define by

(θ, φ) ∈ U1 7→ L1(v), v =

(

x 0
0 y

)

, (x, y) = κ1(θ, φ)

(θ, φ) ∈ U2 7→ L2(v), v =

(

−x′ 0
0 −y′

)

, (x′, y′) = κ2(θ, φ)

(θ, φ) ∈ U3 7→ L3(v), v =

(

−y′ 0
0 −x

)

, (x, y′) = κ3(θ, φ)

(θ, φ) ∈ U4 7→ L4(v), v =

(

−x′ 0
0 y

)

(x′, y) = κ4(θ, φ).

Because the patches U1, U2, u3 and U4 cover the torus this defines a map from the torus in the
space of Lagrange planes. One can check that this map is a well-defined diffeomorphism between
the torus and the closure of W . Injectivity is clear, subjectivity follows from the analysis of the
closure of W in the previous paragraphs. The fact that this map is well-defined follows from the
transformation formulas (B.6) in appendix B for the special case a = x, b = 0, c = y.

3.3.3 Parabolic case

This last case is more difficult than the previous cases. The hypersurface defined here turns out
to have a single singularity.

We start with the equation uxxuyy − u2
xy = 0. Note that this is a Monge-Ampère equation

with j = 1, k = 0 and l = 0. In the first coordinate patch Λ0(E, σ,M1) the corresponding surface
is given by V = { v =

(

a b
b c

)

| a, b, c ∈ R, det v = 0 } ⊂ Symm2(R2). In this coordinate patch the
surface looks like a cone. Indeed, if we substitute a = z+x, b = y and c = z−x then the condition
det v = ac− b2 = 0 can be written as (z+ x)(z − x)− y2 = z2 − x2 − y2 = 0, so x2 + y2 = z2. The
surface is therefore smooth for (x, y, z) 6= 0 but has a singularity at the point (x, y, z) = 0. We
claim that the closure of the surface V in Λ(E, σ) is smooth outside this singularity point. The
closure is a constricted torus, see figure 3.4(b).

To describe the surface in the other coordinate patches we will parameterize the surface just as
we did in the previous two cases. Because the surface is singular, there is not one parameterization
that can cover the whole surface V . We will therefore use the following two parameterizations

1 :

(

a b
b c

)

=

(

A AB
AB AB2

)

, A,B ∈ R (3.16)

2 :

(

a b
b c

)

=

(

CD2 CD
CD C

)

, C,D ∈ R (3.17)

Note that for all values of A, B, C and D the corresponding matrices have determinant zero. We
will now consider the two parameterizations separately. Because both parameterizations are dense
in V , they are dense in the closure of V . We therefore only need to determine the closure of the
first parameterization and check that this closure is smooth outside the origin.

Case 1 We consider the parameterization (3.16). We have three sets of parameters to describe
the surface V : the parameters a, b, c and x, y, z (each with one extra condition) and the
unrestricted parameters A,B. The relation between A,B and the other parameters is A =
a = z + x, B = a−1b = (z + x)−1y and AB = b = y. By taking this parameterization we
leave out the points for which a = z + x = 0 but c = z − x 6= 0. These points correspond
to the line in the surface where ‘B = ∞’. In figure 3.3(a) there is a picture of the surface
in the (x, y, z)-coordinates. The line that cannot be described with the parameters A,B is
marked bold.

Because the matrices in (3.16) all have determinant equal to zero the image in the coordinate
patch Λ0(E, σ,M2) is empty. In the coordinate patch Λ0(E, σ,M4) the first parameterization
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of the surface is given by the matrices
(

−A−1 B
B 0

)

.

We see that the matrices
(

0 B
B 0

)

are in the closure. A limit sequence to these matrices is
given for example by taking the limit (x, y, z) → ∞ while holding the ratio [x : y : z] fixed.
For the parameters A,B this means that B is held fixed while A → ∞. So the closure in
Λ0(E, σ,M4) contains an extra real line of points. We closure of the image of our surface
in the coordinate patch for M4 is given by all matrices of the form

(

a b
b 0

)

. This is a smooth
surface that described the equation uyy = 0.

In the patch for M3 the matrices are given by
(

−A−1B−2 B−1

B−1 0

)

.

The closure of these matrices consists of two lines which have one point in common. The
first line consist of matrices

(

0 D
D 0

)

=
(

0 B−1

B−1 0

)

for D ∈ R \ {0}. These are the matrices

for which (x, y, z) → ∞ with fixed ratio. This line overlaps for a large part with the line we
found in the patch for M3. The second line is the line of matrices

(

E 0
0 0

)

. These matrices
can be found by taking the limit A,B → ∞ in such a way that the ratio −A−1B−2 = −1

z−x
converges to the constant E. This second line is the line of matrices with ‘B = ∞’ that
we left out when we chose our parameterization. The two lines we found have one point in
common, this point corresponds to the matrix

(

0 0
0 0

)

in the coordinate patch M3.

In the closure of V in the four coordinates patched we have found an extra projective line.
This line corresponds to the ‘line at infinity’ for the cone in figure 3.3(a).

Case 2 It is not needed to work this case out as we have remarked before. To make the picture
complete we give the main results. For the second parameterization we have C = z − x,
D = c−1b = (z − x)−1y. The surface in the coordinate patch M3 is given by the matrices
(

−C−1 D
D 0

)

. The closure is the line
(

0 D
D 0

)

, D ∈ R. In the coordinate patch for M4 the surface

looks like
(

−C−1D−2 D−1

D−1 0

)

. The closure of this last surface contains the matrices
(

E 0
0 0

)

(these

are the matrices with D = ∞) and the matrices
(

0 D−1

D−1 0

)

(these are the matrices with
c = C = ∞, these corresponds to the same Lagrange planes we found in the closure of the
surface in the coordinate patch for M3).

From the discussion above we see that the closure of our cone consists of identifying the ‘points
at infinity’ of the cone with each other. These equations for the closure of the cone in the other
coordinate patches define smooth surfaces. We can conclude that the closure of our surfaces is
indeed a constricted torus.

3.3.4 Geometric picture of surfaces in the Lagrange space

For three standard equations we have given a detailed description of the surface defined by these
equations in the fiber of the second order contact bundle. Since all Monge-Ampère equations are
contact equivalent to one of these equations and the contact transformations are diffeomorhpisms
of the fibers of the bundle, every surface corresponding to a Monge-Ampère equation corresponds
to a sphere, torus or constricted torus.

Consider the Monge-Ampère equation det h = ǫ, where ǫ is a parameter. For ǫ > 0 the equation
is elliptic, for ǫ = 0 the equation is parabolic and for ǫ < 0 the equation is hyperbolic. By varying
the parameter ǫ we can therefore make a transition from an elliptic to a hyperbolic equation. The
surfaces in the contact bundle that correspond to the equation make a corresponding transition.
For ǫ < 0 the surface is a torus. When ǫ ↑ 0 the torus becomes squeezed. For ǫ = 0 the torus is
deformed into a constricted torus. This is a smooth manifold that has one cone type singularity
(see figure 3.4(b)). For ǫ > 0 the singularity disappears and the surfaces has become diffeomorphic
to a sphere.
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B = −1 B = 1

B = 0

y

z

B = 1 B = −1

B = ∞

x

(a) Cone for the first parameterization of the
parabolic surface. In this parameterization the line
B =∞ is left out.

D = ∞

D = −1

y

z

D = 1

D = 0

x

D = 1

D = −1

(b) Cone for the second parameterization of the
parabolic surface. In this parameterization the line
D =∞ is left out.

Figure 3.3: Every parabolic Monge-Ampère equation defines a singular surface in the fibers of the
second order contact bundle. In suitable local coordinates this surfaces looks like a cone. In the
closure of this cone in the fiber, the ends of the cone ‘at infinity’ are identified.
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(a) A torus (hyperbolic Monge-Ampère equation)

(b) A constricted torus or pinched sphere (parabolic Monge-Ampère equation)

(c) A sphere (elliptic Monge-Ampère equation)

Figure 3.4: The deformation of a torus into a sphere. This deformation is exactly described by
the equation deth = ǫ where the parameter ǫ varies form −1 to 1. Note that the surfaces (torus,
constricted torus, sphere) are embedded in the space of Lagrange planes Λ(E, σ). This space is
three dimensional, but not simply connected.

39



Chapter 4

Further research

In the previous chapter we have seen that for Monge-Ampère equations (a special class of second
order partial differential equations in two independent variables) with constant coefficients we
have a very nice description of the classes of contact equivalent equations. There are precisely
three classes (elliptic, hyperbolic, parabolic), we have a fairly simple formula (see formula (3.6))
to determine the type of the equation and we have a constructive way of reducing a particular
equation to a normal form (see the proof of theorem 3.1.4 in section 3.1).

In this chapter we will look at several possible generalizations of this theory. In particular we
will consider increasing the number of variables to n > 2, allowing non-constant coefficients in
the equations and allowing more general equations. It turns out that the theory and techniques
from the previous chapters do not give any results for the more general problems directly, but the
theory offers opportunities for more research.

4.1 More independent variables

In this section we will consider second order partial differential equations in n variables. Just as
in chapter 3, we will only consider these equations in one fiber of the second order jet bundle or
second order contact bundle.

For two independent variables we have defined the Monge-Ampère equations in (3.1). It turned
out that all Monge-Ampère equations with contact coefficients are contact equivalent to a quasi-
linear one and that there are exactly three orbits of the contact group. For one independent variable
the situation is even more simple. The most general quasi-linear equation in one independent
variable can be written as j̃h̃ + l̃ = 0 for a j̃ 6= 0. Under a contact transformation this equation
becomes j̃(c+ dh)(a+ bh)−1 + l̃ = 0, or equivalently

(j̃d+ b)h+ c+ al̃ = 0

on the open subset where a + bh 6= 0. We have to be a bit careful when (a + bh) = 0, but this
can only happen for at most one value of h because not both a and b are zero. In the following
discussion we will neglect these kind of conditions. The transformed equation is again a quasi-
linear equation with coefficients j = j̃d + b and l = c + al̃. One can compare this with the new
coefficients for a transformed equation in 2 variables (see formula (3.2)). We can easily see that we
can always transform a quasi-linear equation to the standard form h = 0. Therefore the group of
contact transformations acting on the quasi-linear (Monge-Ampère like) equations with constant
coefficients in one independent variable has only one orbit.

An interesting question is what type of equations in n independent variables are contact equiv-
alent to quasi-linear equations with constant coefficients for n > 2. The following lemma gives
some control on the type of equations that are contact equivalent to a quasi-linear equation.

Lemma 4.1.1. Every equation contact equivalent to a quasi-linear equation in a fiber is an equa-
tion of the form j deth+ f(h), where f(h) is a polynomial of degree n− 1.
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Proof. Every quasi-linear equation can be written as tr[h̃k̃] + l̃ for a suitable n× n-matrix k̃ and
constant l̃. A general contact transformation transforms this equation into tr[(c+dh)(a+bh)−1k̃]+l̃
where the coefficients a, b, c, d are n × n-matrices satisfying the conditions from theorem (2.5.1).
The transformed equation can be written as

tr[(c+ dh)(a+ bh)cok̃] + l̃ det(a+ bh). (4.1)

The determinant is a polynomial of degree n, the adjoint-matrix is a polynomial matrix of degree
n − 1. For general n we have det(A + λB) = λn detB + detA + g(A,B) where g(A,B) is a
polynomial in λ of order n− 1 and zero constant term. The transformed equation is therefore a
polynomial of degree n in the coefficients of h and highest order term (tr[dbco] + det b) deth.

The equations given by polynomials of degree n in the coefficients of h̃ with highest order
coefficient of type j̃ det h̃ we will call equations of polynomial type. It is not true that every
equation of polynomial type is contact equivalent to a quasi-linear equation. We will prove this
by considering for a given number of independent variables the dimension of the group of contact
transformations, the dimension of the space of quasi-linear equations and the dimension of the
space of all equations of polynomial type. In fact for a high number of independent variables the
space of polynomial type equations is much larger that the space of equations contact equivalent
to a quasi-linear equation.

Because the second order derivative matrix h is symmetric (the partial derivatives commute)
this matrix has only s = n(n+ 1)/2 independent coefficients. The space of quasi-linear equations
with constant coefficients is a vector space over R, its dimension we denote as Q(n). The dimension
of the space of polynomials of degree n with highest order term equal to a constant times det h̃
we denote by T (n). We write D(n) for the dimension of the group of contact transformations at
a point.

Lemma 4.1.2. The group of transformations on Qp induced by second order contact transforma-
tions has dimension D(n) = 2n2 + n+ 1. The dimension of the space of quasi-linear equations is
equal to Q(n) = s+ 1.

For the polynomial type equations we have T (n) = 1 +
∑n−1

k=0 F (s, k). Here F (s, k) is the
dimension of the vector space of homogeneous polynomials of degree k in s variables. For F we have
the recursion relation F (s, k) = F (s− 1, k) +F (s, k− 1) and the boundary conditions F (s, 0) = 1,
F (s, 1) = s, F (1, k) = 1. For T (n) we have the upper and lower bounds T (n) ≤ 1 + nsn−1 and

T (n) ≥
(

n−1
2

)n−1
.

Proof. The 4 matrix coefficients a, b, c, d have 4n2 degrees of freedom. The symmetric condi-
tions (2.8) and (2.9) take each n(n− 1)/2 degrees, and the condition (2.10) takes n2 − 1 degrees.
The remaining degrees of freedom are therefore 4n2 − (n1 − 1 + n(n− 1)) = 2n2 + n+ 1.

A quasi-linear equation has one degree of freedom for the constant term and s degrees of
freedom for the terms linear in the second order derivatives. This implies Q(n) = 1 + s.

To see why the recursion relation holds, consider the following argument. Suppose the s
variables are labelled x1, . . . , xs. Then F (s, k) is the number of monomials xπ(1) · · ·xπ(k) where π
ranges over all maps { 1, . . . , k } → { 1, . . . , s } for which π(i) ≤ π(i+1), 1 ≤ i ≤ k−1. If π(1) = 1,
then there are no restrictions on the values of π(2) to π(k), this gives F (s, k − 1) possibilities.
If π(1) 6= 1, so the first element of the monomial is not x1, then the monomial contains only
the s − 1 variables x2, . . . , xn. This gives F (s − 1, k) possibilities. The total number is therefore
F (s, k) = F (s, k − 1) + F (s − 1, k). The boundary conditions for s = 1 and k = 1 are obvious.
There is only one constant monomial and therefore F (s, 0) = 1.

The formula for T (n) in terms of the F (s, k) is obvious from the definitions. To prove the
upper bound on T (n) note that the number F (s, k) of monomials in s variables of length k is

smaller that sk. In the summation
∑n−1

j=0 F (s, j) the term F (s, n− 1) is the largest and therefore
it follows that

T (n) ≤ 1 + nF (s, n− 1) ≤ 1 + nsn−1.
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For the lower bound note that the number of monomials in s variables of length k is larger then
the number of monomials in s variables of length k where all the k variables are different. This
means that for k = n− 1

F (s, k) ≥
(

s

k

)

=
s(s− 1) · · · (s− k)

k!

≥
(

s− k

k

)k

≥
(

n− 1

2

)n−1

.

The lower bound follows because T (n) ≥ F (s, n− 1).

Remark 4.1.3 The dimension D(n) of the group of contact transformations at a point is
one higher than the dimension of the symplectic transformations. This is because the contact
transformations only have to preserve the symplectic structure up to a nonzero factor.

In a similar way the dimension Q(n) of the quasi-linear equations in n variables is one higher
then the ‘effective dimension’. This is because all equations can be multiplied by a nonzero
scalar. ⊘

Using the previous lemma we can calculate the dimension of the relevant spaces for small n.
The results are in the following table.

n s Q(n) T(n) D(n)

1 1 2 2 4

2 3 4 5 7

3 6 7 29 22

4 10 11 287 37

5 15 16 3877 56

6 21 22 65781 79

For n = 1, 2 the contact group has enough degrees of freedom to reduce all polynomial type
equations to quasi-linear equations (= polynomials of degree 1). For n = 2 the contact group has
7 degrees of freedom, while in principle only one degree is needed to reduce the Monge-Ampère
equations to quasi-linear ones. The remaining degrees of freedom can be used to further reduce
the quasi-linear equations to some standard form. Although the dimension of the contact group
is larger then the dimension of the Monge-Ampère equations, the action is not transitive because
there are three orbits corresponding to the invariant type of the equation. For n = 3 the situation
is more complicated. Although the dimension of the contact group (22) is in principle just enough
to reduce all polynomial type equations to quasi-linear equations (29-7=22) this reduction is not
possible. This can be proved by noting that the contact transformation already act on the quasi-
linear equations. For n = 4 and higher we can see that the contact group has too little degrees
of freedom and therefore not all polynomial equations with highest order term a multiple of det h̃
are contact equivalent to quasi-linear ones.

We conclude these remarks by noting that reducing the transformed equation (4.1) to a polyno-
mial will be difficult to do explicitly. For n = 2 we had fairly simple formulas for the determinant
of the sum of matrices, the trace of an adjoint-matrix etc. (see appendix C.2). For n > 2 these
formulas are not valid and it seems difficult to me to find similar formula’s (even for n = 3)
that can be used effectively. This makes the general reduction of the polynomial (4.1) into its
homogenous parts a difficult problem.

4.2 Monge-Ampère equations with non-constant coefficients

So far we have only considered contact transformations in one point of the contact bundle. This
corresponds to making an equation quasi-linear only in one point or working with equations with
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constant coefficients. In general the equations we want to solve have variable coefficients, i.e. the
coefficients depend on the point in the base space and the first order derivatives. When making
the Monge-Ampère equation quasi-linear in section 3.1, we considered these equations only in
one point. The equation j = 0 indicating that the transformed equation was quasi-linear, was
therefore an algebraic equation. If we want to make a Monge-Ampère equation quasi-linear in the
neighborhood of a point, then the equation j = 0 is a partial differential equation for the contact
transformation. This equation is in general a system non-linear second order partial differential
equation and therefore a priori not simpler than the original equation.

In this section we will present a result of S. Lie that makes it easier to find a contact transfor-
mation making a Monge-Ampère equation quasi-linear. At the same time the result makes clear
that solving the equation by reducing it to a quasi-linear equation does not make the problem less
difficult. Lie states that knowing a 3-parameter family of solutions of the Monge-Ampère equation
allows one make the equation quasi-linear. Lie mentioned this result in [20] and slightly reformu-
lates the result in [21]. In these articles only the result is mentioned very briefly. These is no proof
and no construction of the contact transformation mentioned. In the following paragraphs we give
a proof of the statement of Lie and a construction of the contact transformation from the family
of solutions that makes the equation quasi-linear. The idea for the proof and the construction is
taken from [11, section 3.11].

We start with a general Monge-Ampère equation j deth + tr[hk] + l = 0, where we allow
the j, k and l to depend on x, y and ξ. The equation is a partial differential equation in the
two independent variables x = (x1, x2) and the dependent variable y. We define B to be the
base space of all points (x, y) and we define M to be the 1-jet bundle of B. Note that the
projection M → B : (x, y, ξ) → (x, y) is equal to the standard Legendre bundle. Suppose Φ
is a contact transformation making the equation quasi-linear. The contact transformation Φ is
a map between contact bundles that can be written locally as M → M̃ : (x, y, ξ) 7→ (x̃, ỹ, ξ̃).
The projection M̃ → B̃ : (x̃, ỹ, ξ̃) 7→ (x̃, ỹ) onto the base space B̃ of M̃ is again a Legendre
bundle. The fibers of the projection (x, y, ξ) → (x, y) are Legendre submanifolds and are mapped
under the contact transformation to Legendre submanifolds. The tangent space { (0, 0,Ξ) ∈ TpP |
Ξ ∈ R2 } of such a Legendre manifold at the point p = (x, y, ξ) is mapped to the tangent space
{ (bΞ, ξT bΞ, dΞ) ∈ Tp̃M̃ | Ξ ∈ R2 } at the point p̃ = Φ(p). This tangent space is an n-dimensional
Lagrange space and if b is invertible it can be written as

{ (X̃, ξ̃T X̃, db−1X) ∈ Tp̃M̃ | X̃ ∈ R
2 } = { (X̃, ξ̃T X̃, h̃X̃) ∈ Tp̃M̃ | X̃ ∈ R

2 }

with h̃ = db−1. This Lagrange space corresponds to the point (p̃, h̃) = (p̃, db−1) in the fiber
Q̃p̃ of the second order contact bundle of B̃. Because b is invertible the projection from the
transformed Legendre manifold to the base space (x̃, ỹ) is a local diffeomorphism at the point p̃
and by theorem 2.2.1 we can write the Legendre submanifold as the 1-jet of a smooth function
ũ(x̃). The second order derivative matrix h̃ of ũ satisfies h̃ = db−1. The condition that the contact
transformation makes the equation quasi-linear is j = j̃ det d+tr[dbcok̃]+ l̃ det b = 0. If we multiply
this by det b−1 this equation becomes j̃ det db−1 + tr[db−1k̃] + l̃ = 0, or

j̃ det h̃+ tr[h̃k̃] + l̃ = 0.

So the function ũ describing the transformed fiber { (x, y, ξ) | (x, y) = constant } must satisfy the
original Monge-Ampère equation. We will now use this implication to find the desired contact
transformation.

Suppose we have a 3-parameter family ũλ, λ = (λ0, λ1, λ2) of solutions of the Monge-Ampère
equation with the following independence condition

∂

∂λ

∣

∣

∣

∣

λ=0

(

ũλ(x̃),
∂ũλ(x̃)

∂x̃1
,
∂ũλ(x̃)

∂x̃2

)

∈ GL(3,R). (4.2)

We also assume that the family of solutions depends smoothly on λ in the sense that (λ, x̃) →
ũλ(x̃) : R3×Rn → R is a smooth map. Because M̃ is five dimensional and we have three parameters
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for our solution curves, the 1-jets of the solutions ũλ(x̃) locally fill up the entire contact manifold
M̃ . Moreover, the j1ũλ form a local Legendre fibration of M̃ with base space a neighborhood Λ
of λ = 0 in the parameter space. To prove this consider the map

f : Λ × M̃ → R × R
n : (λ, (x̃, ỹ, ξ̃)) 7→ (ũλ(x̃) − ỹ,

∂ũλ(x̃)

∂x̃
− ξ̃).

Because ∂f
∂λ is invertible in a neighborhood of λ = 0 (this follows from the independency condition

on the family of solutions) we can use the implicit function theorem to conclude that there is
a smooth function λ = ψ(x̃, ỹ, ξ̃) such that f(ψ(x̃, ỹ, ξ̃), (x̃, ỹ, ξ̃)) = 0 for all (x̃, ỹ, ξ̃) in an open
subset M̃0 of M̃ . For every parameter value λ ∈ Λ the inverse image ψ−1(λ) is precisely the 1-jet
of ũλ(x̃). The 1-jet j1ũλ is an integral manifold of the contact structure on M̃ and therefore a
Legendre submanifold. We conclude that ψ : M̃0 → Λ : (x̃, ỹ, ξ̃) 7→ λ is a Legendre fibration.
This Legendre fibration is locally contact equivalent to the standard Legendre bundle M → B
by theorem 2.6.6. This equivalence means that there is a contact transformation Φ from an open
subset M0 ⊂ M to M̃0 that maps the fibers { (x, y, ξ) | (x, y) = constant } to the solution curves
ũλ. This contact transformation makes the equation quasi-linear.

We conclude that knowing a 3-parameter solution family makes the equation in principle quasi-
linear. In the example below, we carry out the construction for a specific Monge-Ampère equation
with variable constants. In the example it is easy to find the desired contact transformation. In
general however it can require some work to find the desired contact transformation.

For analytic Monge-Ampere equations, i.e. the coefficients are analytic functions, there are
existence theorems for 3-parameter families of solutions (see [22, Theorem 1.6]). Therefore an
analytic Monge-Ampère equation can always be transformed to a quasi-linear equation.

Example 4.2.1 In this example we consider the Monge-Ampère equation with variable coeffi-
cients

f(x) det h+ g(x) tr[hk] = 0 (4.3)

for smooth functions f and g and a constant 2× 2-matrix k. We will use the technique described
in the previous paragraphs to find a contact transformation that makes this equation quasi-linear.
A smooth 3-parameter solution to the differential equation (4.3) is given by

ũλ(x̃) = λ0 + λ1x̃1 + λ2x̃2.

Take B to be R2 with local coordinates (x1, x2, y) and let M be the first order contact bundle of B.
Let M̃ be defined as in the text above. The Legendre bundle corresponding to the fibering of M̃ by
the solution curves ũλ(x̃) is given by the map M̃ → Λ : (x̃, ỹ, ξ̃) 7→ (λ0, λ1, λ2) = (ỹ − ξ̃T x̃, ξ̃1, ξ̃2).
Because we want to make a contact transformation to the base space B we identify λ0 with y
and the pair (λ1, λ2) with x. We then have a Legendre bundle ̟ : M̃ → B : (x̃, ỹ, ξ̃) → (x, y)
with x = ξ̃ and y = ỹ − ξ̃T x̃. To make this into a bundle M → B : (x, y, ξ) → (x, y) we use
the construction from theorem 2.6.6. The tangent mapping Tm̟̃ : Tm̃M̃ → T̟(m̃)B is given

by (X̃, Ỹ , Ξ̃) 7→ (Ξ̃, Ỹ − ξ̃T X̃ − Ξ̃T x̃), m̃ = (x̃, ỹ, ξ̃). The contact structure is given by Em̃ =
{ (X̃, Ỹ , Ξ̃) ∈ Tm̃M̃ | Ỹ = ξ̃T X̃ } and so we find (Tm̟̃)(Em̃) = { (X,−x̃TX) ∈ T̟(m̃)B | X ∈ R

2 }.
We see that the point m̃ = (x̃, ỹ, ξ̃) ∈ M̃ is mapped to the point m = (x, y, ξ) = (ξ̃, ỹ − ξ̃T x̃,−x̃)
in M . The contact transformation found here is therefore M → M̃ : (x̃, ỹ, ξ̃) 7→ (−ξ̃, ỹ − ξ̃T x̃, x̃)
and has coefficients a = d = 0 and b = −c = −I. The equation (4.3) is therefore transformed into
the equation

−g(x) tr[hkco] + f(x) = 0.

⊘

4.3 Structure of the integral planes

Geometric problem Let (P,C) and (Q,D) be the first and second order contact bundles of a
smooth 2-dimensional manifold Z. A partial differential equation onQ is a smooth hypersurfaceM

44



that is transversal to the fibers of the bundle Q→ P . We have dimZ = n = 2, dimP = 2n+1 = 5
and dimQ = n(n+ 1)/2 + 2n+ 1 = 8. For every point m ∈ Q the second order contact structure
defines a 5-dimensional linear subspace of the 8-dimensional tangent space TmQ. The partial
differential equation M is a 7-dimensional submanifold of Q and therefore has a 7-dimensional
tangent space TM ⊂ TQ. Because M is transversal to the fibers Qp = (πQ

P )−1(p) and the
second order contact structure is tangent to these fibers the subspaces Dm and TmM intersect
transversally at every point of M . This implies that Em = Dm ∩ TmM is a 4-dimensional linear
subspace of TmQ. The vector subbundle E defined by taking the intersection of D and TM is
important to finding solutions of the partial differential equation because every solution of the
partial differential equation is an integral manifold of E, that is at the same time contained in
M . Conversely, every integral manifold of E contained in M can be written as the solution of the
partial differential equation if the manifold projects nicely to the base manifold Z. The solutions
of the partial differential equation are therefore related to the vector subbundle E.

For certain types of vector subbundles there are nice results on reducing the corresponding
exterior differential system to a normal form (see [7, Chapter II]. In general however, it is not
possible to reduce the vector subbundle to a standard form which we can solve easily. We therefore
want to give a description of the integral planes, i.e. the integral elements of dimension two of
the vector subbundle E. This description is a first step in finding and describing solutions of the
partial differential equation. In [11, Chapter 4] a description is given of the structure of integral
planes for the case of a single partial differential equation in two independent variables. We will
present the main results of this description and give some comments on the approach of the proofs.
We will also give an independent proof of some of these results using the theory on Monge-Ampère
equations we developed in the previous chapter.

Formulation in differential forms We want to describe In(E), where E = D ∩ TM ⊂ TQ.
We will reformulate the problem in terms of exterior differential forms, this will make it easier
to do computations. To be able to calculate the structure of the integral planes we introduce
local coordinates for Q by taking the coordinates (x, y, z, p, q, r, s, t) as in example 1.1.5. Note
that these are only local coordinates for Q, but because the description of the integral planes at a
point m = (x, y, z, p, q, r, s, t) ∈M is a local problem we will not need any other coordinates. The
contact structure D is given in these local coordinates by the common kernel of the three contact
forms

ω0 = dz − pdx− qdy, (4.4)

ω1 = dp− rdx − sdy, ω2 = dq − sdx− tdy. (4.5)

The forms ω1 and ω2 describe the second order structure, while ω0 describes the first order
structure. A tangent vector (X,Y, Z, P,Q,R, S, T ) ∈ TmQ is therefore an element of the contact
structure D if and only if

Z = pX + qY, (4.6)

and

P = rX + sY, Q = sX + tY. (4.7)

Using these equations we can identify Dm with R5 using the map

(X,Y,R, S, T ) ∈ R
5 7→ (X,Y, pX + qY, rX + sY, sX + tY,R, S, T ). (4.8)

Having this description of the second order contact structure in coordinates for Q we turn to the
partial differential equation defined by M . In local coordinates the submanifold M can be written
in a neighborhood of m as the zero set of a smooth function f on Q. We can write this as

f(x, y, z, p, q, r, s, t) = 0. (4.9)
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To calculate Em we need to describe the tangent space of M . It is clear that H = (X,Y,R, S, T ) ∈
Dm ⊂ TmQ is in the tangent space of M if and only if H ∈ ker df(m). This is equivalent to
d
dt |t=0f(m+ tH) = 0, or

fxX + fyY + fzZ + fpP + fqQ+ frR+ fsS + ftT = 0. (4.10)

Here we have written fj for the derivative of f with respect to the coordinate j at the point m.
We eliminate Z, P and Q using the equations (4.7) and find that the equation above is equivalent
to

f̃xX + f̃yY + frR+ fsS + ftT = 0 (4.11)

with
f̃x = fx + pfz + rfp + sfq, f̃y = fy + qfz + sfp + tfq. (4.12)

Because M is transversal to the fibers of Q → P we know that the dependence of f on the fiber
coordinates r, s, t is non-trivial, i.e. (fr, fs, ft) 6= 0. By means of a suitable rotation of the (x, y)
coordinates (this rotation is a contact transformation) we can arrange that ft 6= 0 and by scaling f
we can even arrange that ft = 1. This makes it possible to identify Em with the four-dimensional
linear space R4 with coordinates (X,Y,R, S) using the map

(X,Y,R, S) ∈ R
4 7→ (X,Y, pX + qY, rX + sY, sX + tY,R, S, T ) ∈ Em,

T = f−1
t (−f̃xX − f̃yY − frR− fsS).

(4.13)

The integral planes we are looking for are the 2-dimensional linear subspaces of Em for which the
Lie brackets modulo the contact structure vanish. This geometric condition can be formulated
in terms of the differential forms by saying that a 2-dimensional linear subspace I of Em is an
integral element of E if dωj |I×I = 0, 0 ≤ j ≤ 2. The exterior derivatives of the differential forms
are

dω0 = dx ∧ dp+ dy ∧ dy, (4.14)

dω1 = dx ∧ dr + dy ∧ ds, dω2 = dx ∧ ds+ dy ∧ dt. (4.15)

The description of the integral planes is therefore reduced to the study of the three anti-symmetric
forms dωj , 0 ≤ j ≤ 2 above in combination with the identification (4.13).

The first order conditions The differential form ω0 corresponds to the first order contact
structure. The conditions the exterior differential of first order contact structure imposes on the
integral planes are automatically satisfied for the second order integral elements. We formulate
this more precisely in the following lemma.

Lemma 4.3.1. For the first order contact form we have dω0|Dm×Dm
= 0. In particular the two

form dω0 vanishes already on every 2-dimensional linear subspace of Em.

Proof. By definition the contact forms ω1 and ω2 vanish on Dm. This allows us to solve for dp
and dq in the expressions for ω1 and ω2. If we substitute the expressions for dp and dq in dω0 we
find

dω0|Dm×Dm
= dx ∧ (rdx + sdy) + dy ∧ (sdx+ tdy)

= dx ∧ (sdy) + dy ∧ (sdx) = 0.

Because Em ⊂ Dm the second statement is obvious.

The second order conditions The second order contact structure is given by the two differ-
ential forms ω1 and ω2. The condition that a 2-dimensional linear subspace I of Em is an integral
element of Em is equivalent to the condition that I is an integral element for both ω1 and ω2. This
integral condition means that the linear space I should be isotropic with respect to the bilinear
forms σ = dω1 and τ = dω2, i.e. we must have I ⊂ Iσ and I ⊂ Iτ . The structure of the integral
planes is therefore completely determined by the two anti-symmetric bilinear forms σ and τ .

46



Direct calculation The bilinear form σ is non-degenerate on Em. If we identify the space Em

with the space (X,Y,R, S) and identify this with R4, then σ = dx∧dr+dy∧ds is just the standard
symplectic form. Therefore a 2-dimensional linear space I is isotropic with respect to σ if and
only if it is a Lagrange plane of the symplectic structure defined by σ. The integral elements we
are looking for are therefore a subset of Λ(Em, σ). The condition that an element I of (Em, σ) is
also τ isotropic is an extra condition.

Theorem 4.3.2. Let f , m and E be defined as above. The structure of the integral planes at the
point m is determined by the type of the partial differential equation f = 0 at m. In particular

i) I2(E)m is a sphere in G2(E)m, if f is elliptic at m,

ii) I2(E)m is a torus in G2(E)m, if f is hyperbolic at m,

iii) I2(E)m is a constricted torus in G2(E)m, if f is parabolic at m .

Proof. We will prove the theorem by showing that the condition that I is both σ and τ isotropic
defines an equation on the space Λ(Em, σ). This equation is given in one of the standard charts by
a quasi-linear equation. We know from the previous section that all these quasi-linear equations
are contact equivalent and that the three equivalence classes elliptic, hyperbolic and parabolic
define a sphere, torus and constricted torus, respectively. The equation defined by the isotropy
condition of τ is essentially the linearization of the function f and therefore related to the type of
f .

We consider the open chart of the space Λ(Em, σ) defined by the planes for which dX∧dY 6= 0.
On this affine part we can write every Lagrange plane as

{ (X,Y,R, S) | (R,S)T = h(X,Y )T } (4.16)

for a symmetric 2 × 2-matrix h. The form τ defines an equation for the matrix h that we will
now work out. We can rewrite the anti-symmetric bilinear form τ restricted to Em, with the
identifications we have made so far, as

τ |Em
= dx ∧ ds+ dy ∧ dt
= dx ∧ ds+ dy ∧ f−1

t (−f̃xdx − f̃ydy − frdr − fsds)

= dx ∧ ds+ f−1
t (f̃xdx ∧ dy − frdy ∧ dr − fsdy ∧ ds).

The condition that τ restricted to the plane defined by the matrix h is zero is equivalent to the
vanishing of τ on any pair of linearly independent vectors in the plane. We choose for these vectors
X1 = (α, 0, h11α, h21α) and X2 = (0, β, h12β, h22β). Then

τ(X1, X2) = αh22β + 0 − 0 − βf−1
t (−f̃xα− frh11α− fsh21α)

and

ftτ(X1, X2) = αβ(h22ft + f̃x + frh11 + fsh21).

This implies that the plane defined by h is τ isotropic if and only if the equation

tr[h

(

fr fs/2
fs/2 ft

)

] + f̃x = 0 (4.17)

is satisfied. The equation is a quasi-linear equation (in particular a Monge-Ampère equation).
The type of this equation is also equal to the type of the linearization of the partial differential
equation f = 0 (see example 3.2.1). The surface described by the equation is a torus, sphere or
constricted torus (see section 3.3) depending on the sign of deth = frft − f2

s . In this way we have
proved the geometry of the surfaces of integral planes in a way independent of the characterization
using the map A to be described in the next paragraphs.
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Complex structure of Em The classification of structures of integral planes corresponds to the
classification of a pair (σ, τ) of anti-symmetric bilinear forms on a four-dimensional linear space
E of which one of the forms is non-degenerate, i.e. defines a symplectic structure. If we assume
σ is non-degenerate, then σ defines a bijective linear map E → E∗ by taking e ∈ E 7→ σ(e, ·). We
can then define A = σ−1 ◦ τ as a linear mapping from E to E. This map is σ-symmetric in the
sense that σ(A(x), y) = σ(x,A(y)) for all elements x, y ∈ E. For a linear map that is symmetric
with respect to a symplectic structure we have the following general lemma.

Lemma 4.3.3. Let E be a finite-dimensional vector space and σ a symplectic form on E. If A is
a σ-symmetric linear map from E to E then

i) the (complex) eigenvalues of A have even algebraic multiplicity,

ii) the eigenspaces of A ‘preserve’ the symplectic structure of σ. For each eigenspace Eλ the
restriction of σ to Eλ × Eλ is a symplectic form.

There is a unique monic polynomial q(λ) of degree n, called the Pfaffian!of a linear map of A,
such that det(A− λI) = q(λ)2.

On each of the eigenspaces Eλ the map A can be written as λI+Nλ, with Nλ is a σ-symmetric
nilpotent matrix. It turns out that since dimEλ is either 2 or 4 there are only 3 possibilities for
the nilpotent map Nλ. If dimEλ = 2 then Nλ must be trivial, if dimEλ = 4 then Nλ is either
trivial or we can choose a suitable basis on which σ is equal to the standard symplectic form and
Nλ has the matrix representation









0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0









. (4.18)

The combination of these results leads to the following result for a four dimensional symplectic
vector space (E, σ) with a σ-symmetric map A.

Lemma 4.3.4. Let (E, σ) be a symplectic vector space of dimension 4 and A a σ-symmetric linear
map E → E. Then there are four (mutually exclusive) cases for the eigenvalues of A

i) The matrix A has two distinct real eigenvalues, each with multiplicity 2.

ii) The matrix A has two complex eigenvalues λ and λ̄, each with multiplicity two.

iii) The matrix A has one real eigenvalue with multiplicity four and a non-trivial nilpotent part.

iv) The matrix A has one real eigenvalue with multiplicity four and a trivial nilpotent part, i.e.
on a suitable basis A is a multiple of the identity.

The last case cannot occur in the case of a second order partial differential equation because this
would imply τ = λσ. This cannot occur because we have arranged that ft 6= 0. Therefore there
are only three possibilities for the matrix A = σ−1 ◦ τ . This leads to the following characterization
of the pair (σ, τ) on Em.

Theorem 4.3.5 (Lemma 4.8 and Theorem 4.9 in [11]). Let E, m, σ and τ be defined as above.
Then we have the following three possible situations

i) The matrix A has two real distinct eigenvalues λ, µ, each with multiplicity 2. The eigenspaces
Eλ and Eµ are two dimensional real linear subspaces of E. For every linear subspace l of
Eλ and every linear subspace k of Eµ the two dimensional linear subspace I = k ⊕ l is an
element of I2(E)m. All integral planes are of the form k ⊕ l, with l and k 1-dimensional
linear subspaces of Eλ and Eµ.
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ii) The complex eigenvalues of A are λ and λ̄, each with multiplicity 2. The eigenspaces Eλ and
Eλ̄ are complex two-dimensional linear subspaces of E⊗C. For every complex 1-dimensional
linear subspace of Eλ we have that I = (l ⊕ l̄) ∩ E is a real 2-dimensional subspace of Em

that is both σ and τ isotropic. Again, all elements of I2(E)m are of this form.

iii) The matrix A has one real eigenvalue λ. On a suitable basis we have that ρ = τ − λσ
is a degenerate two-form that has the form (4.18). We define F as F = ker ρ, i.e. F is
the linear subspace of E spanned by the first two basis vectors of a basis in which ρ takes
the form (4.18). For every 1-dimensional subspace l of F and every 1-dimensional linear
subspace k of lσ such that k 6= l, the 2-dimensional plane I = k⊕ l is an element of I2(E)m.

The different cases in the theorem above are determined by the eigenvalues of A. Since det(A−
λI) = q(λ)2 the type is determined by the Pfaffian q(λ). Under the assumptions of theorem 4.3.5
we have q(λ) = λ2 + fsλ + frft. The determinant of this quadratic form in λ is ∆ = f2

s − 4frft.
In this way we see again that the type of f at m is directly related to the structure of the integral
planes in Em. Not surprisingly, case i) corresponds to a hyperbolic partial differential equation,
case ii) to an elliptic one and finally case iii) to a parabolic equation. Using the structure of the
integral planes described in the above theorem one can show that the surfaces of integral planes
are diffeomorphic to a torus, sphere and constricted torus in case i), ii) and iii), respectively.

Final notes In the case of two independent variables and one dependent variable we have given
a complete and quite transparent description of the integral planes at a point of a general partial
differential equation. The completely different structure of the integral planes in the elliptic and
hyperbolic case is a confirmation of the fact that solutions of elliptic and hyperbolic equations
have very different characteristics.

However there is still a lot of work to do. First of all we should have some techniques or
theorems on how we can use the structure of the integral planes at a point to conclude something
about the solutions of the partial differential equation. These solutions are always defined on an
open subset and never in only one point. Secondly, we want to expand our description of the
integral planes to more general situations. We want to allow more independent variables and
more than one dependent variable (systems of partial differential equations). Also we would like
to generalize our theory as much as possible to higher order partial differential equations.

4.4 Relation of the symplectic group to the surfaces of in-

tegral planes

The contact transformations induce symplectic transformations on the fibers of the second order
contact bundle. We will give another description of the structure of the integral planes in the case
of an hyperbolic equation, in terms of the symplectic transformations. For a hyperbolic equation
we can always choose a suitable coordinate system, such that the surface of integral planes is given
by the closure of the Lagrange planes given by

{









aα
bβ
α
β









| α, β ∈ R }

for a, b ∈ R. We can write the closure of these Lagrange planes as

{









(sin θ)α
(sinφ)β
(cos θ)α
(cosφ)β









| α, β ∈ R }
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for θ, φ ∈ [0, π]. This shows again that the surface of integral planes is diffeomorphic to a torus.
We can define the following elements of the symplectic group

tθ,φ =









cos θ 0 − sin θ 0
0 cosφ 0 − sinφ

sin θ 0 cos θ 0
0 sinφ 0 cosφ









(4.19)

for θ, φ ∈ [0, 2π]. We denote the subgroup of the symplectic transformations generated by these
elements as H . The multiplication in H is given by tθ,φtθ′,φ′ = tθ+θ′,φ+φ′ .

We choose as a base point the Lagrange plane M2, which is given by

M2 = {









0
0
α
β









| α, β ∈ R }.

The subgroup H acts transitively on the surface of integral planes. The subgroup also leaves the
surface invariant. From the general theory of actions of Lie groups on smooth manifolds it follows
that the surface of integral planes is diffeomorphic to the subgroup H modulo the stabilizer group
of M2. This stabilizer group is {±I } and therefore the surface of integral planes is a torus.

Perhaps the elliptic case can also be described in this way. To find such a description one
only needs to find enough symplectic transformations that leave the surface invariant, such that
the group generated by these elements acts transitively on a base point in the surface. Such
transformations can be found by trial and error, but perhaps the Lie algebra of the group of
contact transformations can be useful. The parabolic case can not be described in this way,
because in the parabolic case the surface has one singular point. If the description of the elliptic
and hyperbolic case is successful, then maybe we can use the same techniques to describe the
surfaces of integral planes for more independent variables in the elliptic and hyperbolic cases.
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Appendix A

Vector subbundles

Let M be a smooth manifold and let E be an n-dimensional vector subbundle of TM . This means
that for each m ∈ M the linear subspace Em is an n-dimensional linear subspace of TmM . If
dimEm is constant and dimEm = s, then we call s the dimension of the vector subbundle. A
vector subbundle of TM is sometimes called a distribution or multi-vector field on M .

A.1 Pfaffian forms

It is sometimes useful to describe vector subbundles in a different way. A Pfaffian form is a
smooth differential form of degree one. Suppose we have a system of n linear independent Pfaffian
forms ω1, . . . , ωn on the manifold M . Linear independent means that for all m ∈ M the forms
ω1,m, . . . , ωn,m on the tangent space TmM are linear independent. We can now define for allm ∈M
the subspace Em = {X ∈ TmM | ωi(X) = 0, i = 1, . . . , n } = ∩n

i=1 kerωi. These subspaces define
a smooth vector subbundle E of TM . Because the differential forms are linear independent, the
linear subspace Em has dimension dimM − n for all points in M .

The converse is true only locally. If E is a codimension c vector subbundle of TM then locally
we can write E as the kernel of a system of c linear independent Pfaffian forms.

Definition A.1.1. A pair (M,E) of a smooth manifold M and a smooth vector subbundle is
called a Pfaffian system.

A.2 Integral manifolds

Definition A.2.1. A submanifold U of M is called an integral manifold of E if for all m ∈ M
we have TmU ⊂ Em. A vector subbundle E is called integrable if every m ∈M is contained in an
integral manifold U of dimension dimEm.

Example A.2.2

i) The tangent space TM of a smooth manifold M is an integrable subbundle.

ii) Every 1-dimensional vector subbundle of TM is a vector field on M . From the theory
of ordinary differential equations it follows that every 1-dimensional vector subbundle is
integrable (the integral manifolds being the integral curves of the corresponding vector field).

iii) Not every distribution is integrable. Consider for example M = R
3 with coordinates (x, y, z).

On M we define the vector fields X = ∂x − y∂z, Y = ∂y and Z = ∂z . For m ∈ M we take
Em to be the linear subspace of TmM spanned by the vectors Xm and Ym. It is clear that
E is a 2-dimensional vector subbundle of TM .
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Now suppose that U is an integral manifold for E with dimU = 2 and 0 ∈ U . Because U is
an integral manifold it is clear that both X ′ = X |U and Y ′ = Y |U are vector fields on U . We
know that the Lie bracket of X and Y is a vector field that is also tangent to U . For m in
U we have that Xm ∈ TmU , Ym ∈ TmU and [X,Y ]m ∈ TmU . But [X,Y ]m = (∂z)m = Zm,
so this means that Xm, Ym, Zm ∈ TmU . Because TmU is a linear subspace it follows that
TmU = TmM in contradiction with the fact that dimU = 2.

Note that the reason for the non-integrability ofE was the fact that the Lie bracket [X,Y ] was
nonzero. If we take the distribution spanned by X = ∂x and Y = ∂y then the commutator
of X and Y is zero. This distribution is integrable as one can easily check. The integral
manifolds are just the planes on which z is constant.

⊘

We want to know whether a distribution E is integrable or not. In the example above we have
seen that the Lie bracket of the vectors in the distribution is important. It turns out that not the
Lie bracket is the important map, but another closely related map called the Lie brackets modulo
the subbundle.

Lemma A.2.3. Let E be a distribution on the manifold M . Let m ∈ M and X and Y be vector
fields in E, so [X,Y ]m is an element of TmM . The equivalence class [X,Y ]m +Em in TmM/Em

depends only on Xm and Ym. This defines an antisymmetric bilinear mapping Em × Em →
TmM/Em, which we denote by X,Y → [X,Y ]/Em

and which we call the Lie brackets modulo the
subbundle.

Proof. The only thing we need to proof is that [X,Y ]/Em
depends only on Xm and Ym and not on

the choice of vector fields X and Y . This is not at all obvious because in general the Lie bracket
[X,Y ] does depend on the first derivatives of X and Y .

Suppose we choose vector fields X,Y,X ′, Y ′ in E such that Xm = X ′
m and Ym = Y ′

m. It is
then sufficient to prove that [X,Y ]m − [X ′, Y ′]m ∈ Em. Locally we can choose a basis of vector
fields V1, . . . , Vn for E (so Em is spanned by (V1)m, . . . , (Vn)m). We can then write

X ′ = X +
∑

j

f jVj , Y ′ = Y +
∑

j

gjVj

for unique smooth functions f1, . . . , fn and g1, . . . , gn on a neighborhood ofm. BecauseXm = X ′
m

and Ym = Y ′
m it follows that f j(m) = 0 and gj(m) = 0 for 1 ≤ j ≤ n. We can now calculate

[X,Y ]m − [X ′, Y ′]m in terms of the functions f j and gj and the vector fields Vj . In the following
formula we use the summation convention.

[X,Y ]m − [X ′, Y ′]m = −[f jVj , Y ]m − [X, gjVj ]m − [f jVj , g
iVi]m

= −f j(m)[Vj , Y ]m + Y (fj)(m)(Vj)m − gj(m)[X,Vj ]m −X(gj)(m)(Vj)m

− f j(m)gi(m)[Vj , Vi]m + gi(m)Vi(f
j)(m)(Vj)m + f j(m)Vj(g

i)(m)(Vi)m

= Y (fj)(m)(Vj)m −X(gj)(m)(Vj)m

= (df j)m(Y )(Vj)m − (dgj)m(X)(Vj)m ∈ Em.

This proves that [X,Y ]/Em
depends only on Xm and Ym and not on the specific choice of X and

Y .

Note that the mapping [·, ·]/Em
from Em × Em to TmM/Em depends on E and not only on

the linear subspace Em.

Definition A.2.4. An integral element of E at the point m is a linear subspace I of Em such
that the Lie brackets modulo the subbundle are identically zero on I × I.
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For a given Pfaffian system (M,E) we write Ik(E)m for the space of k-dimensional integral
elements at m. The union of all k-dimensional elements over all points m ∈ M forms a bundle
over M , which we denote by Ik(E). Even for smooth Pfaffian systems the structure of the bundles
Ik(E) → M can get complicated. We refer to [7, Chapter 3] for theory on the structure of these
spaces of integral elements.

If the subbundle E is defined by the Pfaffian system ω1, . . . , ωp, then the condition that I is
an integral element is equivalent to dωi|I×I = 0 for 1 ≤ i ≤ p. See [7, paragraphs 2.1 and 3.1].
If E is an integrable subbundle then locally E is equal to the tangent space of a manifold U and
Em = TmU . Since the tangent space of a manifold is closed under Lie brackets, it follows that Em

is an integral element. So if E is integrable then every subspace Em is an integral element. The
converse is also true and this statement is known as the Frobenius theorem.

Theorem A.2.5 (Frobenius). Let M be a smooth manifold and E be a smooth vector subbundle
of TM . Then E is integrable if and only if for every m ∈M the space Em is an integral element
of E.

Proof. The proof of the first implication was already sketched in the paragraph before. For the
reverse implication we refer to [10, Theorem 3.1.1].

Remark A.2.6 The formulation in terms of vector subbundles of the tangent space is quite
natural when working in the first and second order contact bundle. An equivalent formulation,
but one that allows for generalizations more easily, can be given in terms of exterior differential
systems. The exterior differential systems are more general than Pfaffian systems, because we can
allow differential forms of any order (not only 1-forms). The exterior differential systems were
introduced by Cartan in [8]. An overview of differential systems and their relation to Pfaffian
systems is given in [7]. ⊘
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Appendix B

Symplectic geometry

B.1 Symplectic vector spaces

Definition B.1.1. Let E be a finite-dimensional vector space. A symplectic form on E is an
antisymmetric bilinear non-degenerate form on E. Non-degenerate means that if σ(x, y) = 0 for
all y ∈ E then x must be zero. The pair (E, σ) is called a symplectic vector space.

For a linear subspace L of E we define the orthogonal complement Lσ to be the linear space
of elements x ∈ E for which σ(x, y) = 0 for all y ∈ L. A linear subspace L is called isotropic if
L ⊂ Lσ. An n-dimensional isotropic subspace of E is called a Lagrange plane. We write Λ(E, σ)
for the set of all Lagrange planes in E.

Proposition B.1.2. Let (E, σ) be a symplectic vector space. The set of Lagrange planes is an
n(n+ 1)/2-dimensional manifold.

Proof. We will prove this by covering Λ(E, σ) with open sets diffeomorphic to Symm2(Rn), the
space of symmetric bilinear forms in Rn. We will not give all details in the proof.

Suppose M ∈ Λ(E, σ). Choose a Lagrange plane M⊥ transversal to M (so M ∩M⊥ = {0}).
We write Λ0(E, σ,M⊥) for the set of all Lagrange planes transversal to M⊥. Note that M ∈
Λ0(E, σ,M⊥) by definition. If L ∈ Λ0(E, σ,M⊥) then we can write L as

{ x+AL(x) ∈ E | x ∈M } (B.1)

for a unique linear map AL : M → M⊥. This linear map AL in turn defines a unique bilinear
form βL on M by βL(x, y) = σ(AL(x), y).

One can check that the mapping L → βL is a diffeomorphism from the n-dimensional planes
transversal to M onto the bilinear forms on M . If L is a Lagrange plane, then σ(x, y) = 0
for all x, y ∈ L. This means in particular that σ(x + AL(x), y + AL(y)) = 0 for all x, y ∈ M .
Because x, y ∈M , AL(x), AL(y) ∈M⊥ and M,M⊥ are Lagrange planes, it follows that σ(x, y) =
0 and σ(AL(x), AL(y)) = 0. The condition that L is a Lagrange plane therefore reduced to
σ(x,AL(y)) + σ(y,AL(x)) = βL(x, y) − βL(y, x) = 0. So if L is a Lagrange plane then βL is
symmetric. It is not difficult to show that every symmetric bilinear form β defines a Lagrange
plane L such that β = βL.

This means that the map L → βL maps Λ0(E, σ,M) onto Symm2(M). Because M is an
n-dimensional plane in the linear space E, the hyperplane M is diffeomorphic to Rn. This proves
that the open neighborhood Λ0(E, σ,M⊥) of the point M is diffeomorphic to Symm2(Rn).

B.2 Standard symplectic space

We take E = R2n with standard coordinates x = (x1, . . . , x2n) = (p, q) = (p1, . . . , pn, q1, . . . , qn)

and standard inner product 〈x , y〉 =
∑2n

i=1 xiyi. We define complex conjugation on E by the map
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I : E → E : (p, q) → (−q, p). The standard symplectic form on E is given in terms of the complex
conjugation and the inner product by τn(x, y) = 〈Ix , y〉 for all x, y ∈ E. The pair (R2n, τn) is
called the standard symplectic vector space of dimension 2n.

Definition B.2.1. Let (E, σ) and (E′, σ′) be symplectic vector spaces. A linear map A : E → E′

is called a symplectic map if A preserves the symplectic structures. This means that A∗σ′ = σ.
Because σ is non-degenerate, the symplectic mapping A is always injective. A surjective symplectic
mapping (that is automatically bijective) is called a symplectic isomorphism.

Theorem B.2.2. Every symplectic vector space (E, σ) of dimension 2n is isomorphic with a
symplectic isomorphism to the standard symplectic space (R2n, τn).

Proof. See [10, Theorem 3.4.2].

Because every symplectic space (E, σ) is isomorphic to the standard symplectic space, we only
need to study the symplectic properties of standard symplectic space. For the specific case n = 2
we will work out the coordinate charts for the manifold of Lagrange planes in detail.

We now consider the special case n = 2. The symplectic form is given by σ(x, y) = x1y3 +
x2y4 − x3y1 − x4y2. We define the four standard Lagrange planes by

M1 = {









α
β
0
0









| α, β ∈ R }, M2 = {









0
0
α
β









| α, β ∈ R },

M3 = {









α
0
0
β









| α, β ∈ R }, M4 = {









0
α
β
0









| α, β ∈ R }.

The open sets Λ0(E, σ,Mj) cover the manifold Λ(E, σ) (this is proved in [3]). We have already seen
that each open subset Λ0(E, σ,Mj) is diffeomorphic with V = Symm2(R2). This diffeomorphism
still depends on the choice of a diffeomorphism Mj → Rn. Here we will make a specific choice for
each of the four standard Lagrange planes. We take

M1 → R
2 :









α
β
0
0









7→
(

α
β

)

, M2 → R
2 :









0
0
α
β









7→
(

α
β

)

,

M3 → R
2 :









α
0
0
β









7→
(

α
β

)

, M4 → R
2 :









0
α
β
0









7→
(

α
β

)

.

These choices determine diffeomorphisms Lj : Symm2(R2) → Λ0(E, σ,Mj), 1 ≤ j ≤ 4. We will
construct L1 explicitly and give for L2, L3 and L4 only the final result.

The set of 2-dimensional planes transversal to M1 is given by all planes L of the form

L = {









v

(

α
β

)

α
β









| α, β ∈ R }, (B.2)

where v =
(

a b
c d

)

is a 2 × 2-matrix. The plane L can be written in the form (B.1) by writing

L = {









0
0
α
β









+AL









0
0
α
β









| α, β ∈ R }, (B.3)
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with the linear map AL given by the 4 × 4-matrix AL =
(

0 v
0 0

)

. The bilinear form βL on M2

constructed from AL is then given by

βL(x, y) = σ(AL(x), y) = σ(









ax3 + bx4

cx3 + dx4

0
0









,









0
0
y3
y4









)

= ax3y3 + bx4y3 + cx3y4 + dx4y4

for x = (0, 0, x3, x4)
T , y = (0, 0, y3, y4)

T . From now on we will identify 2 × 2-matrices A with
bilinear forms on R2 by taking A(x, y) = xTAy. With this identification every plane L given by
a matrix v and formula (B.2) can be identified with a 2 × 2-matrix βL =

(

a b
c d

)

. The Lagrange
planes correspond precisely to the symmetric bilinear forms, so they corresponds to the symmetric
matrices. If we put together the calculations we can conclude that the diffeomorphism L1 :
Symm2(R2) → Λ0(E, σ,M1) is given by the map

v =

(

a b
b c

)

7→ L1(v) = {









v

(

α
β

)

α
β









| α, β ∈ R } = {









aα+ bβ
bα+ cβ

α
β









| α, β ∈ R }. (B.4)

In a similar way (Λ0, σ,M2) is diffeomorphic to Symm2(R2) by

v =

(

a b
b c

)

7→ L2(v) = {









α
β

−v
(

α
β

)









| α, β ∈ R } ∈ Λ0(E, σ,M2). (B.5)

The other patches Λ0(E, σ,M3) and Λ0(E, σ,M3) can also be identified with Symm2(R2) by

v =

(

a b
b c

)

7→ L3(v) = {









bα+ cβ
α
β

−aα− bβ









| α, β ∈ R } ∈ Λ0(E, σ,M3),

v =

(

a b
b c

)

7→ L4(v) = {









α
bα+ cβ
−aα− bβ

β









| α, β ∈ R } ∈ Λ0(E, σ,M4).

In summary: Λ(E, σ) is covered by four standard coordinate patches Λ0(E, σ,Mj). Each of these
patches is diffeomorphic to Symm2(R2) by a map Lj : Symm2(R2) → Λ0(E, σ,Mj).

The coordinate transformations between the different coordinate patches are needed in the main
text. Using the diffeomorphisms Lj, it is not difficult to calculate these coordinate transformations.
The conditions for which the transformations are valid are omitted.

Λ0(E, σ,M1) → Λ0(E, σ,M2) : v =

(

a b
b c

)

7→ −v−1 =
−1

ac− b2

(

c −b
−b a

)

Λ0(E, σ,M1) → Λ0(E, σ,M3) : v =

(

a b
b c

)

7→
(

−c−1 bc−1

bc−1 −a+ b2c−1

)

Λ0(E, σ,M1) → Λ0(E, σ,M4) : v =

(

a b
b c

)

7→
(

−a−1 a−1b
a−1b c− a−1b2

)

(B.6)

B.3 The tangent space of a symplectic vector space

Suppose L ∈ Λ(E, σ). If we choose a Lagrange plane M transversal to L then the neighborhood
Λ0(E, σ,M) of L is diffeomorphic to Symm2(L). The tangent space of Λ(E, σ) at the point L is
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therefore diffeomorphic to the tangent space of Symm2(L), which is just Symm2(L). The identifi-
cation of Λ0(E, σ,M) with Symm2(L) depends on the choice of M . Surprisingly, the identification
of the corresponding tangent spaces is independent of the choice of M .

Theorem B.3.1. Let (E, σ) be a symplectic vector space and L,M transversal Lagrange planes
in E. Denote by ψL,M : Λ0(E, σ, L) → Symm2(L) the coordinate chart constructed in the proof
of proposition B.1.2. The tangent map TL(ψL,M ) is independent of M and therefore yields a
canonical identification of TLΛ(E, σ) with Symm2(L).

Proof. This follows directly from [10, Theorem 3.4.7].
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Appendix C

Linear algebra

C.1 Bilinear forms

Let L be a finite-dimensional vector space. We denote by L∗ the dual space of all linear forms on
L. We define Symm2(L) to be the space of all symmetric bilinear forms on L. For every linear
map A : L→ M there is a dual map A∗ : M∗ → L∗ defined by A∗(w)(x) = w(Ax) for x ∈ L and
w ∈M∗.

Lemma C.1.1. Let L be a finite-dimensional vector space. For every bilinear form β ∈ Symm2(L)
there is a unique linear map B : L→ L∗ such that for all x, y ∈ L we have

β(x, y) = (B(y))(x) = 〈x , By〉. (C.1)

A symmetric β corresponds in this way precisely to a linear map B for which B = B∗. In this
way we can identify symmetric bilinear forms on L with linear maps L → L∗ that are equal to
their transposed map.

Theorem C.1.2. Let L be a finite-dimensional vector space. If γ ∈ Symm2(L∗) then we define a
linear form τγ on Symm2(L) by

τγ : β ∈ Symm2(L) → tr[C ◦B], (C.2)

where B : L → L∗ and C : L∗ → L are the maps corresponding to β and γ according to the
identification in lemma (C.1.1). The map γ → τγ is a canonical isomorphism of Symm2(L∗) with
Symm2(L)∗.

Proof. The maps C and B defined by lemma (C.1.1) are linear so their composition C ◦ B is a
well-defined linear map. The map γ → τγ is linear because γ + γ′ → τγ+γ′ and

τγ+γ′(β) = tr[(C + C′) ◦B]

= tr[C ◦B] + tr[C′ ◦B]

= τγ(β) + τγ′(β), τλγ = tr[λC ◦B]

= λ tr[C ◦B] = λτγ .

The map is also injective because if γ 6= 0 then C 6= 0 and therefore β → tr[C ◦ B] is unequal
to zero. If dimL = n then dimL∗ = n and dim(Symm2(L)∗) = dim(Symm2(L∗)) = n(n + 1)/2.
This implies that γ → τγ is also surjective and therefore an isomorphism of vector spaces.

Finally we want to give a description of the identification of Symm2(L∗) with Symm2(L)∗ in
local coordinates. Suppose e1, . . . , en is a basis for L. Let ω1, . . . , ωn be the dual basis for L∗,
defined by ωi(ej) = δij . For Symm2(L) we take the basis hij , 1 ≤ i ≤ j ≤ n defined by

hij(ek, el) =

{

1 if i = k, j = l or i = l, j = k,

0 otherwise.
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The dual basis in Symm2(L)∗ is denoted by ηij , i.e. ηij(hi′j′ ) = δii′δjj′ . In the same way as for
Symm2(L) we can define a basis for Symm2(L∗), which is denoted by kij .

In this notation we can write every symmetric bilinear form γ on L∗ as γ =
∑

i,j γijkij with
γij = γ(ωi, ωj). The corresponding map C : L∗ → L was defined by formula (C.1), so if we write
Cωi =

∑

j Cijej then it follows that Cij = γji. The element τγ acts on the basis hij of Symm2(L)
as

τγ(hij) = tr[C ◦Hij ] =
∑

k

ωk(C ◦Hij(ek))

=
∑

k

ωk(C(δjkωi)) = ωj(C(ωi))

=
∑

k

ωj(Cikek) = Cij = γji.

So in local coordinates γ =
∑

i,j γijkij ∈ Symm2(L∗) is mapped to τγ =
∑

i,j γjiηij . Because γ is
symmetric, we find that the identification of theorem C.1.2 is given in local coordinates by

γ =
∑

i,j

γijkij → τγ =
∑

i,j

γijηij . (C.3)

C.2 Matrix calculations

If A is an n× n-matrix we denote by A(i, j) the matrix obtained from A by deleting the i-th row
and j-th column. The matrix A(i, j) is called a minor of A. We define the adjoint-matrix of A by
(Aco)ij = (−1)i+j detA(j, i). Cramer’s rule then says that AcoA = detA (see [14, section 4.3] for
a proof). If A is invertible we have a formula for the inverse A−1 = (detA)−1Aco.

For the trace and the determinant of n× n-matrices A and B we have

detAB = detAdetB,

trAB = trBA,

trAT = trA,

(AB)co = BcoAco.

See [14] for a proof. For 2 × 2-matrices we have the following extra identity’s

det(A+B) = detA+ detB + tr[ABco],

tr[AB] = trA trB − tr[AcoB],

(A+B)co = Aco +Bco,

tr[Aco] = trA.

All these identities follow by writing out the equations.
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